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In this paper branching rules for the reduction sp(2N) '\. sp(2N - 2) Xsp(2) are found, and a 
new pattern for labeling vectors belonging to the base for unitary irreducible representations 
BUIR's is found. 

I. INTRODUCTION 

A few years ago the so-called missing label problem in 
the algebra reductions 

sp(2N) '\. sp(2N - 2) XA ~ (la) 

and 

sp(2N) '\. sp(2N - 2) Xsp(2) (lb) 

was investigated.! Here A ~ is an operator from the Cartan 
subalgebra sp (2N). Two different solutions on the set of the 
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w here the first row labels the UIR of the sp (2N) algebra, the 
third row labels the UIR of the sp (2N - 2) algebra, and so 
on. The eigenvalue for operator A Z is denoted by hk and we 
have 
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All numbers entering to the pattern (3a) are positive inte
gers and the branching rules for the reduction (la) are con
tained in the systems of inequalities 
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missing label operators were obtained, but only one solution, 
referred to here as (b) [see (la) and (lb)], contains the 
Casimir of the sp(2) subalgebra 

C~N) = 2(A ~)2 +A tiNA ~N +A tiNA ~N' (2) 

where A ~ are the algebra generators. 
The problem of the branching rules for the reduction 

(la) was solved many years ago by Zhelobenko.2 Denoting 
shortly by 1 (0» the vectors belonging to the base for uni
tary irreducible representations (BUIR's) we have 

. r~_1 
nN - I 

• ~£N-I 
(3a) 

Hence we see that the same representation of the subalgebra 
sp(2k - 2) XA ~ may be found more than once in the (O~, 
O~, ... ,oZ) representation of the sp(2k) algebra and we use 
k - 1 missing label numbers r~, r~ , ... ,n _ I to distinquish 
them [here rz is dependent on the h k , see (3b) ]. If we take 
into the consideration the results of the Bincer paper! we see 
that the pattern (3a)-( 3d) is appropriate for labeling the 
states in the orthogonal base reduced on the chain (la). In 
Sec. II we will find branching rules and an appropriate pat
tern for the reduction (1 b). 

II. BRANCHING RULES FOR THE REDUCTION 
sp{2N) '\. sp{2N- 2)xsp{2) 

The following pattern may be used, intead of (3a), for 
labeling the vectors in the BUIR's of the sp(2N) algebra 

. O~ 

. r~_1 .hN 
fiN-I . N-l (4a) 
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where the meaning of the 0' s n umbers is the same as in (3a). 
The eigenvalues of the C~k) operators (2) are equal to 
2Uk (Uk + 2) and we have 

k k-I k-I 
Uk = I 0; + I 0;-1 - 2 I r;. (4b) 

p=1 p=1 p=1 

The branching rules for the reduction (1 b) are contained in 
the system of inequalities (k = N, N - 1, ... ,2) 

07;;;,r7;;;'0~;;;,r~;;;,··· ;;;,rL 1 ;;;'Oz , (4c) 

r7;;;'07-I;;;,r~;;;,0~-I;;;,···;;;,rLI;;;'oz=: , (4d) 
k-I k-I 

I (0;+ 1 + O;-I);;;,r~ + 2 I r;, 
p=a p=a+1 

for a = 1,2, ... ,k - 1 , (4e) 

hk = Uk,Uk - 2, ... , - Uk . (4f) 

Proof" Let us consider two sets !l. k (A 1,A2, ... ,Ak ;M) and 
Xk (A 1,A2, ... ,Ak ;M). The first one contains points X 
= (x1"",Xk), where the Xi are integer or half-integer 

numbers bounded by the system inequalities (5) and M is 
given by (6): 

Ai ;;;,xi ;;;, - Ai' for i = 1,2, ... ,k , 
k 

M=Ixi . 
;=1 

(5) 

(6) 

The second one contains points Y = (Y\"",Yk), where co
ordinates Yi are integer of half-integer numbers satisfying 
relations 

Ap+I +YP_I;;;'Yp;;;,IAp+ 1 -Yp_ll, forp= 1,2, ... ,k, 
(7a,b,c) 

(7d) 

Here Yo = A 1 and Yk =M. 
The dimensions for the sets!l. k and Xk are the same. The 

above result follows from the relation 
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D [Xk(A I,A2, ... ,Ak;M)] 

= I D [Xk-I(A I,A2, ... ,Ak_I;M - m)] 
m 

(8) 

where we denote by D[R] the dimension of the set R. The 
proof of ( 8) is rather easy by induction for k. 

It is obvious from (3b)-(3d) and (10) that the repre
sentation of the algebra sp(2k - 2) XA Z: (07- 1

, O~-I, ... , 
OZ = : ) xhk enters D [!l.k (A I,A2, ... ,Ak;! hd] times into the 
representation (07, O~ , ... ,OZ), where 

Ai = ! (Bi - Ci ), for i = 1, ... ,k , 

Bk = 07, 

C1 =0, 

(9a) 

(9b) 

(9c) 

forp = 1, ... ,k - 1 , 
(9d) 

Cp = Max(OZ+2_p,OZ:;:.\_p), forp=2,3, ... ,k, 
(ge) 

(10) 

Now if we assume a simple relation between the missing 
label numbers occuring in the pattern (4a) and coordinates 

Ya' 

1 {a+1 k} 
Ya =- BI + I (Bp +Cp -2rk _ p+ l ) , 

2 p=2 
(11 ) 

for a = 1,2, ... ,k - 1, we immediately obtain from (7a,b,c) 
the system of inequalities (4c )-( 4e) and because Uk is equal 
to 2Yk _ 1 we also get (4f) from (7d), which is what we want
ed to show. 

IA. M. Bincer, "Missing label operators in the reduction Sp(2N) 
I Sp(2N - 2)," J. Math. Phys. 21, 671 (1980). 

2D. P. Zhelobenko, "Klassiceskije grupy. Spektralnyj analiz konecnomier
nyh predstavlenij," Usp. Mat. Nauk.17 (1),27 (1962). 
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A criterion to enlarge infinite-dimensional Lie algebras to analytic Lie groups is used here for 
the extension of graded Lie algebras of physical interest to super-Lie groups. 

I. INTRODUCTION 

Supersymmetryl required new and rich geometrical 
structures able to treat commuting and anticommuting 
fields of supersymmetric field theories on the same ground. 
These structures were built with the usual techniques of dif
ferential geometry starting from a graded space called a su
perspace. 

In particular, super-Lie groups2 were defined for the 
exponentiation of graded Lie algebras (GLA's), which are 
the algebras of infinitesimal transformations in supersym
metric theories. 

The study of the extension of graded Lie algebras to 
globally defined graded Lie groups appeared definitively in
teresting as a basic ingredient for the investigation of topo
logical properties of superspace field theories. 

This extension, which generalized to super-Lie groups 
the classical Lie third theorem,3 was first proved by Rogers2 

for the case when the mathematical representation of super
space was a finite-dimensional Banach space. The same re
sult was given by Bruzzo-Cianci in the case of infinite-di
mensional superspace with a countable basis. These results 
show that any graded Lie algebra extends to a super-Lie 
group provided that the super-Lie group is modeled on a 
Banach space with a countable basis. Nevertheless, the case 
of a noncountable basis, hence nonseparable Banach spaces, 
is interesting from the mathematical and from the physical 
point of view, because it is still unknown what topological 
properties should have the mathematical representation of 
the supers pace in order to give a precise formalization of 
supersymmetric theories. 

In the Appendix, a space is shown that could be a good 
model of superspace and it is an example of an infinite-di
mensional Grassman algebra which is a nonseparable Ban
ach space. 

So it is interesting to look for conditions that ensure the 
extension of graded Lie algebras to super-Lie groups mod
eled on general (i.e., also nonseparable) Banach spaces. This 
leads to the theory of infinite-dimensional (normed) Lie al
gebras where algebras exist that are not enlargeable to a 
group (in the sense of the Lie third theorem). Therefore 
conditions on such Lie algebras are needed; namely we use a 
theorem ofSwierczkowsky4 on solvable normed Lie algebras 
to prove the following proposition (see Proposition 5.1). 

Proposition: Let A be a graded Lie algebra whose com
mutative sector (which is a Lie algebra) is solvable, then A is 
enlargeable to a super-Lie group for any (representation of) 
supers pace. 

Then, generalizing the result to any supers pace, we paid 
the price of reducing ourselves to the set of solvable Lie alge-

bras. But this is not a too great restriction: as we shall see, 
this set is big enough to allow the extension of a wide class of 
graded Lie algebras of physical interest (namely the super
symmetry and the superconformal algebras). Moreover, 
apart from the topological structure of superspace, our 
theorem works also in the context of real graded Lie algebras 
with an infinite number of generators. 

This paper is organized as follows. In Sec. II, after the 
definition of normed Lie algebras and their local groups, we 
describe a sufficient condition to solve the problem of the 
extension of a normed Lie algebra to a Lie group. Sections 
III and IV are devoted to properly defining the same prob
lem for graded Lie algebras and super-Lie groups. Section V 
contains our main result: we give a sufficient condition for 
the extension of graded Lie algebras. From the demonstra
tion, an alternative definition of super-Lie groups arises, 
more suitable in the infinite-dimensional case. In Sec. VI we 
apply our condition for the graded Lie algebras of physical 
interest. 

II. LIE GROUPS AND NORMED LIE ALGEBRAS 

In order to describe the relation between Lie groups and 
Lie algebras, we consider the Lie group GL(n,JR) of linear 
invertible transformations on JRn as an example. A map, 
called an exponential map, is defined on the (Lie) algebra of 
the n X n real matrix vdnXn(JR) into GL(n,R) by the series 
exp(A) = 2.;;'=0 (A k /k !), where A = I is the identity ma
trix and each matrix element converges absolutely. 

Since exp(O) = I, from the inverse function theorem it 
follows that any matrix in some neighborhood U of the iden
tity in GL(n,JR) can be expressed as exp(A) for some A of an 
open neighborhood B of the origin of vdn x n (JR). The algebra 
vdnxn(JR) is isomorphic to the tangent space at the identity 
ofGL(n,JR), and it is called the Lie algebra of the Lie group 
GL(n,JR). The group structure of UkGL(n,JR) is uniquely 
determinated by the Lie algebra through the "morphism" 
exp, 

exp(x) 'exp( y) = exp(x*y), (2.1 ) 

where the product on the lhs of the formula (2.1) is the 
product of the Lie group and the product on the rhs is the 
Campbell-Hausdorff product on the Lie algebra, 3 

1 00 

x*y =x + y + - [x,y] + I Pn (x,y), (2.2) 
2 n>3 

with Pn (x, y) the homogeneous Lie polynomial of degree n. 
Then the local structure of a Lie group, the structure in a 

sufficiently small neighborhood, is completely determinated 
by its infinitesimal group, that is, by its Lie algebra. This is of 
great importance in applications for when properties oflocal 
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nature are being studied, and one needs only to consider the 
Lie algebra. 

But it is also important to make sure that the study of 
infinitesimal transformations (Le., of the action of the Lie 
algebra) is sufficient in describing the finite action of the 
(Lie) group. This is related to the question (problem of ex
tension of a Lie algebra): given a Lie algebra L, does there 
exist a Lie group G that admits L as its Lie algebra? 

The answer is always yes for finite-dimensional Lie alge
bras. 5 But in the infinite-dimensional case the answer can be 
no, and then the problem of extension is not trivial in that 
case. 

In order to give sufficient conditions for the extension of 
an infinite-dimensional Lie algebra to a Lie group, one needs 
a more rigid structure called a normed-Lie algebra.6 

Definition 2.1: A normed-Lie algebra L is a Lie algebra 
which is also a normed space with a norm 11'11 such that, for 
eachx,yEL, 

II[x,y]II<Mllxllllyll, M>O. (2.3 ) 

Example 2.1: If A is a Banach space, the Lie algebra AA, 
given by the operation 

[a,b] = ab - ba, a,bEA, is a normed-Lie algebra. 

Definition 2.1 tells us that the Lie product is continuous 
with respect to the topology induced by the norm;one could 
ask if the infinite series of the Campbell-Hausdorff formula 
(2.2) is convergent in this topology. Actually,7 the Camp
bell-Hausdorff formula is absolutely convergent in the ball 
of L Ilxll <p = ! log 2 and there exists a positive number c 
such that if Ilxll, Ilyll <c, then Ilx*yll <po The number c en
ables us to give an example of the local group of L (Ref. 6). 

Definition 2.2: An open set B of a normed-Lie algebra L 
is a local group of L if and only if (i) the operation *: 
B XB .... L is continuous and well defined by the Campbell
Hausdorff formula, (ii) for each x,y,z of B we have 
x*(y*z) = (x*y)*z,and (iii) if x and nx belong toB(nEN) 
thenxn =x*" '*x = nx. 

Example 2.2: The open ball B = {xEL such that 
Ilxll < c} is a local group of L. Now we give a definition of a 
Lie group due to Hoffmann,7 which is more suitable than the 
ordinary one in dealing with infinite-dimensional objects. In 
Proposition 2.2 we show that his definition is equivalent to 
the ordinary one. 

Definition 2.3: A Lie group G is a topological group such 
that there exists a normed-Lie algebra L and a function eXP: 
L .... G with the following properties: (i) L has a local group B 
and G has an open set U such that (s. t.) exp B = U and exp: 
B .... U is a homeomorphism with exp(x*y) = exp(x) 
'exp( y), and (ii) if xEL and r,sEJR then exp(r + s)x 
= exp(rx) ·exp(sx). 

The normed-Lie algebra L is the Lie algebra of the Lie 
group G and we write L = Lie G. The copy (B,U) is called 
the linearization of G. 

Definition 2.4: A normed-Lie algebra L is enlargeable if 
there exists a Lie group G such that Lie G = L. 

The extension problem is now to look for enlargeable 
normed-Lie algebras. Since there exist nonenlargeable 
normed-Lie algebras,s we are interested in sufficient condi
tions to have enlargeable normed-Lie algebras. 
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Example 2.3: The normed Lie algebras AA of example 
2.1 are global with Lie group G = {invertible elements of A}. 
We recall that a Lie algebraL is solvable if the chain of ideals 
ofL, 

L I = [L,L], 

L n + I = [L n ,L n] is such that there exists mEN s. t. 

L m = L m + I = L 00 = {O}. (2.4) 

In Ref. 4 Swierczkowski proved the following proposition. 
Proposition 2.1: Any solvable normed-Lie algebra is en

largeable. 
In the next section it will be shown that a class of 

normed-Lie algebras of great interest in supersymmetric the
ories is solvable, so it is enlargeable. 

We end this section by proving7 that Definition 2.3 of 
the Lie group is equivalent (in any dimension) to the classic 
one. 

Proposition 2.2: The Lie group of Definition 2.3 is an 
analytic manifold with an analytic group operation. 

Proof Consider two linearizations (B, U), (C, U) of the 
Lie group G S.t. C *Cc;;,B (this is always possible, see Refs. 7 
and 9). Charts on G are given by (Ug , /g ), where gEG and 
the maps /g: Ug .... Cc;;,Lie(G) are defined by /g(p) 
= logg-Ip (log = exp-I). If the intersection between two 

charts is not empty, Ug n Uh #¢, one has g-lhEU, then 
t = log g-I h belongs to C. 

Compute the transItion functions /gh = /g °fh : 
fh (Ug n Uh ) .... fg (Ug n Uh ): fgh (x) = fg (h exp x) 
= logg-I(h expx) = log(g-Ih expx) and by Definition 

2.3 (i) /gh (x) = log(exp(logg-Ih *x») = logg-Ih *x 
= t*x. 

Therefore the transition functions are bijective maps 
given by an absolutely convergent series of terms multilinear 
and continuous on x, that is they are analytic. Since the left 
and right translations are clearly isomorphisms of the ana
lytic structure, and the group operations are analytic in a 
neighborhood of the identity, it follows that multiplication 
and inversion are analytic. 

III. GRADED·LlE ALGEBRAS 

In looking for a solution of the problem of extension of a 
Lie algebra in the supersymmetric case, we have to note that 
in supersymmetric theories the algebra of infinitesimal 
transformations is not a Lie algebra, but a graded-Lie alge
bra (GLA). 

Definition 3.1: A real graded algebra 10 A is a real vector 
space such that II (i) A is the direct sum of two subs paces, 
A =AoGlAI; (ii) A is an algebra such that AkAh c;;,A h+ k , 
k,h = 0,1 (the sum is mod 2); and (iii) for each homogen
eous a,bEA it is ab = ( - I) lal Ib I ba, where the degree of a 
homogeneous element aEA k is lal = k (k = 0,1). 

Example 3.1: The Grassmann algebra over JR, B L' is a 
real graded algebra. If we write the elements of B L as 
5= Lf.lE/lL af.lef.l (whereML is a suitable set of indices and ef.l 
is a basis of B L ), a norm can be defined on B L such that it 
becomes a Banach algebra: 11511 = Lf.lE/lJaf.l1 (see Ref. 12). 
The generalization to infinite-dimensional Banach algebras 
of "Grassman-type" (that is, graded algebras), is given by 
the definition of a Banach-Grassmann algebra. 13 
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Definition 3.2: A real graded Banach algebra Q is a Ban
ach-Grassmann algebra if (i) (self-duality) for each contin
uous Qo linear map f Qh -+Qk (h,k = 0,1), there exists a 
unique element UEQh+k such that Ilull = IIIII and 
I(a) = ua for all aEQh; (ii) the commutative sector of Q, 
Qo, is Qo = R a) Q b, with IIA + sll = IA I + Iisil for AER and 
SEQ b, where Q b denotes the Banach subalgebra of Q genera
ted by even powers of elements of the anticommutative sec
tor ofQ, QI' 

An example of a Banach-Grassmann algebra will be 
given in the Appendix. Now we recall the definition of grad
ed Lie algebra. 10 

Definition 3.3: A real graded algebra A whose product is 
denoted by an angular bracket (".) is a real graded Lie 
algebra (GLA) if, for each a,b,cEA, then 

( - 1) la ll c l(a,(b,c» + ( - 1) lc ll b l(c,(a,b» 

+ ( - 1) lb ll a l(b,(c,a» = O. (3.1 ) 

Actually, we are interested in GLA's of a particular shape; as 
we shall see in the next section, the linearized structures re
lated to a super-Lie group are graded Lie algebras of the 
form Q ® R [f, where [f is a generic real GLA, and with Q we 
denote the graded algebra of Example 3.1 or Definition 3.2. 
In order to give Q ® R Y a graded Lie algebra structure, we 
need two definitions. 10 

Definition 3.4: Given two graded algebras A, B, the 
graded tensor product A ® B is a graded algebra through the 
product 

(a®b)'(a'®b') = (-1)lb lla'l aa '®bb'. (3.2) 

With respect to the product (3.2) the commutative and 
the anticommutative sectors of A ® Bare 

(A ®B)o =Ao®Boa)AI ®B1, 

(3.3 ) 

Definition 3.5: Given a real algebra A = Ao a)A 1, a grad
ed Lie algebra is defined by the product 

(X,Y) =XY - (_1)lxllylyx. (3.4) 

The product (3.4) is compatible with the grading, soAo 
is a Lie algebra. Applying Definitions 3.4 and 3.3 to the real 
graded algebras Q and [f , we define Q ® [f as a graded Lie 
algebra. The commutative sector (Q ® [f)o = Qo ® [f 0 

+ QI ® Y 1 is a Lie algebra with Lie product 

[(a ®g),(b ® h)] = ab ® (g,h ) - ba ® (h,g) 

= 2ab ® (g,h). (3.5 ) 

If the algebra Q is infinite dimensional with respect to the 
reals (as in Definition 3.2) then (Q® [f)o is an infinite
dimensional (real) Lie algebra. 

We ask if the infinite-dimensional Lie algebra (Q ® [f ) 0 

is enlargeable in the sense of Definition 2.4. To use the suffi
cient condition of Proposition 2.1, we give (Q ® [f)o a struc
ture of normed algebra. 

Proposition 3.1: It is possible to give a norm to (Q ® [f)o 
such that it is a normed-Lie algebra. 

Proof The norm is defined as follows 14; let {D A } be the 
Q-module basis of Q ® Y and let C!B be the structure con
stants with respect to such a base. If X ~ XA DAis an element 
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of Q ® [f, we set IIX II = :IA IXA I, where 1'1 is the norm de
fined on Q. Then 

II[X,Y]II = L IlyBXAC!BII.;;;MIIXIIIIYII· 
E 

The normed algebra Q ® Y is complete because ~ 

= Q X ... X Q is complete (N = real dimension of [f). 
N times 

Then from Propositions 2.1 and 3.1 the following is true. 
Proposition 3.2: Let Q be the graded Banach algebra of 

Example 3.1 or Definition 3.2, and let [f be any real graded 
Lie algebra, if the Lie algebra (Q® [f)o is solvable, there 
exists a Lie group G such that Lie G = (Q® Y)o' 

In Sec. V we will prove that if such a G exists, then G is in 
fact a super Lie group and Q ® Y is its related graded Lie 
algebra. Before doing that, we shall give the definitions of 
these objects. 

IV. SUPERDIFFERENTIAL CALCULUS AND SUPER-LIE 
GROUPS 

This section contains a brief account of superdifferential 
calculus needed in the following. For a complete description 
of this subject we rely on the original works l2

,13 and Refs. 
15-17. 

Roughly speaking, superdifferential calculus is a Fre
chet differential calculus on the Banach algebra Q (see Ex
ample 3.1, Q=BL , and Definition 3.2), which takes suit
able account of the graded structure of the algebra Q. 

To be a bit more concrete, recall l8 that on a real Banach 
space H, which is an R module, the Frechet differential f' of 
a differentiable function on H is an R-linear operator such 
that I(p + h) = I(p) + f'(p)'h + o( Ilh II) where the prod
uct ( .) is the product on R. 

Because one can regard Q as a module on its commuta
tive sector Qo' the Frechet differential will be defined as a Qo
linear operator. If Q is a Banach-Grassmann algebra (see 
Definition 3.2), we have that the space of Qo-linear functions 
defined on Q into Q, X' Qo (Q,Q) is isomorphic to Q (self
duality). Therefore one has, for cp defined on Q into Q, 

cp(p+q) =cp(p) +cp'(p)'q+o(llqll), (4.1) 

where the product and the norm are those on Q. 
A superdifferentiable function is an infinite-time differ

entiable function with Qo-linear differential operator the 
Frechet differential operator. Note that the Qo-linearity im
plies R linearity, so a superdifferential function is also a C'" -
differential function (regarding Q as real Banach space). 

If Q is finite dimensional (Q = B L of Example 3.1), 
X' Q" (Q,Q) does not exhaust Q and formula (4.1) must be 
explicitly required. The superdifferential structure defined 
on Q obviously extends to the Qo module Q m,n 
= (Qo)mX (QI)n. 

In the definition of (m,n) super-Lie groups, one needs 
the definition of a superanalytic function on Q m,n and of 
superanalytic supermanifolds. 12

,13 

Definition 4.2: Let f U -+ Q be a function defined on an 
open set U of Q m,n. The function I is superanalytic on U if, 
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for each p on U, it can be written as an absolutely convergent 
power series of the form 

(4.2) 

It is easy to see that a function which is analytic, with respect 
to the underlying real Banach structure of Qm,n and with the 
Qo linear first Frechet differential, is superanalytic. 

Definition 4.3: An (m,n) superanalytic supermanifold 
M is a topological manifold endowed with an atlas 
d = {( Ua' (jia); (jia: Ua -+Qm.n}, whose transition func
tions are superanalytic functions. 

A superversion of the concept of fiber bundle was also 
given. 19,20 

A standard example is the tangent bundle of a super
manifold M. This is the bundle obtained by gluing together 
the tangent spaces at each point p of M, TpM. It is important 
to note that points of the tangent space TpM have to be 
considered equivalent classes of paths on M and not deriva
tions. In fact, the space of derivations on p, TpM, is broader 
than the space of tangent vectors, because, in the graded 
case, the derivations are "Leibnitz-type" operators on germs 
of functions valued not only in the set of the "scalars" Qo 
(Ref. 21), but also in the broader Q. Actually functions into 
the scalar are not the only interesting functions; coordinate 
functions themselves are not always Qo valued and it is im
portant to define the derivations on those functions. 

Therefore in the graded case, one has two different 
spaces I2,13: the space of derivations onp, T M, which is a free 
Qmodule on the basis {J IJxl, ... ,J IJxm,J IJ{} I, ... ,J IJ{}n} 
and the space of tangent vectors onp generated by a "graded 
linear span" of the previous basis, that is, 

Vector fields and derivative fields are superdifferentiable 
sections of the superfiber bundles TM and TM (the latter is 
modeled on Qm + n). The definition of the super-Lie group2 
is an obvious extension of the Lie group one. 

Definition 4.4: A topological group G is a super-Lie 
group iff G is an (m,n) superanalytic supermanifold with 
superanalytic group operations. 

The space of left-invariant derivative fields of G is a 
graded Lie algebra isomorphic to Te G, where e is the identity 
of G; this is called the graded Lie algebra of G (graded Lie 
module in Ref. 2). The space ofleft-invariant vector fields of 
G is isomorphic to Te G and it is the Lie algebra of G. 

In this context, the superanalog of the extension prob
lem reads "given a graded Lie algebra r = Q <81 ~, does 
there exist a super-Lie group G that admits r as its graded 
Lie algebra?" A way to answer this is to consider the com
mutative sector of Q <81 ~, the Lie algebra (Q <81 ~ )0' and to 
try to extend it to a super-Lie group to show that Te G g;, r. 
Following this procedure and using the classical Ado 
theorem, Rogers2 proved that Q <81 ~ , with Q = BLand ~ 
any real GLA, extends to a super-Lie group; that is obvious-
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ly generalizing Definition 2.4 to the super case, where any 
finite-dimensional graded Lie algebra is enlargeable. 

For Q = Banach-Grassmann algebra (Definition 3.2), 
Bruzzo-Cianci,14 using the universal enveloping algebras, 
proved that if Q has a countable basis then any graded Lie 
algebra Q <81 ~ is enlargeable. 

The case of noncountable basis, hence nonseparable 
Banach-Grassmann Q, must also be considered. Moreover, 
the example in the Appendix shows that there is some merit 
in doing that. 

In the next section, we use the theorem of Swiercz
kowski4 (Proposition 2.1) to show that the graded Lie alge
bra Q <81 ~ is enlargeable if the Lie algebra (Q <81 ~ ) 0 is solv
able, for a generic Banach-Grassmann algebra Q. 

v. ENLARGEABLE GRADED LIE ALGEBRAS 

From Propositions 3.1 and 2.1 we have that if a graded 
Lie algebra Q <81 ~ is such that its commutative sector 
(Q <81 f§ ) 0 is solvable, then there exists an analytic Lie group 
G such that Lie G = (Q <81 ~ ) o' Now we prove that G is actu
ally a super-Lie group. 

Proposition 5.1: Given a graded Lie algebra Q <81 ~ 
whose Lie algebra (Q <81 ~)o is solvable, there exists a super
Lie group G that admits (Q <81 ~ )0 as its Lie algebra and 
(Q <81 ~) as its graded algebra. 

Proof: For the choice of the norm on L = (Q <81 ~ )0' 
there exists a homeomorphism (ji: L -+ Qm.n defined by 
(ji(xaDa + {}aDa) = (xa,{}a), whereDA(A = 1, ... ,m + n) 
is the Q-module basis of L, a = 1, ... ,m = dimR ~ 0' 
a = 1, ... ,n = dimR ~ I' 

Recall the analytic atlas of the group G, given by Propo
sition 2.1, S.t. Lie G = L, crY = {( Ug,/g ),/g: Ug -+L}gEG; 

this induces an atlas modeled on Q m,n, c;j = {( Ug,(jig ),cpg: 
Ug -> Q m,n} gEG with (jig (p) = (ji0fg (p) = (ji(1og g-Ip ). The 
transition functions are (jigh = (jig 0(ji h- I: (jih (Ug Uh ) 

->(jig (Ug Uh ) then 

(jigh (p) = (jig(h exp (ji -I (p») = (ji log(g-Ih exp (ji -I (p») 

= (ji (log exp(log g-I h *(ji -I (p»)) = (ji (t *(ji -I (p»). 

That is the transition functions are superanalytic by the very 
definition of the Campbell-Hausdorff product on L. For the 
same reason the group operations are superanalytic in a 
neighborhood of the identity. Since the translations are iso
morphisms of the superanalytic structure, it follows that the 
group operations are superanalytic, therefore G is a super
Lie group. 

By construction (Q <81 ~)o is the tangent space at the 
identity of G, that is, 

The Lie module of G is the free Q module generated by the 
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basis of the Lie algebra of G: Q{J IJx" ... ,J IJ1Jn }, that is, 
Q ® f1. This completes the proof. 

We call an enlargeable graded Lie algebra Q ® f1 s. t. 
there exists a super-Lie group with the properties of Propos i
tion 5.1. Then we have proved the following: any GLA 
Q ® f1 with (Q ® f1 ) 0 solvable is enlargeable. 

VI. EXAMPLES: THE SUPERSYMMETRIC AND 
SUPERCONFORMALALGEBRAS 

Now we want to apply the condition of Proposition 5.1 
in the context of graded Lie algebras of physical interest. 
Actually, only some graded Lie algebras are of physical in
terest. In relativistic quantum field theory there exist several 
restrictions in defining a group of symmetry. These restric
tions were proved by Coleman-Mandula22 in a series of "no
go" theorems within the framework of Lie algebras. 

The introduction of fermionic generators of (super) 
symmetry circumvented these no-go theorems. In fact, su
persymmetry requires bosonic (commutative) and fer
mionic (anticommutative) generators to define a graded Lie 
algebra of infinitesimal transformations. Nevertheless, the 
Coleman-Mandula results still provide strong limitations 
for bosonic and fermionic generators as well. Haag-Lopus
zansky-Sohnius23 proved that the most general real graded 
Lie algebra in supersymmetric field theory is A =AoEBA" 
where Ao is given by the generators of the Poincare transla
tions PfL and the generators Br of a compact Lie algebra :3J 
of the internal symmetry group, A, is given by N spin-! gen
erators Q~, Q~ (here the Weyl representation ofspinors is 
used), a = 1,2,3,4. The commutation-anticommutation 
rules are' 

if!(~,~);( .E,~») 

[Br,Bm] = d~mBs' 

{Q ~,Q ,0 = - 28kfLr':xaPfL' 

{Q~,Q;} = {Q~,Q;} 
(6.1 ) 

without central charges, <0, 

- €apX kM, with central charges, 

where the generators X KM belong to an Abelian subalgebra 
of the algebra :3J and they commute with any other gener
ator. 

Applying our condition to the GLA Q ® g, where g is 
given by (6.1), we obtain the following. 

Lemma 5.1: If the algebra :3J of the internal group is 
solvable, then the GLA Q ® g is enlargeable. 

Proof Working out L'=[(Q®g)o,(Q®g)o], 
L 2 = [L ',L '] etc., by the rules (6.1 ) one has for sufficiently 
high n, L n = QoX:3J i , where :3Ji+' = [:3Ji,:3Ji] and 
:3J' = [:3J,:3J]. Then (Q ® g) is solvable if the algebra 
:3J = (Br) is solvable. 

In the following interesting cases :3J is actually solvable 
and one can apply Proposition 5.1. 

( 1 ) If in the algebra (6.1) it is N = 1 then24 :3J = alge
bra of U ( 1 ). This is the case of simple (N = 1) supersym
metry with chiral U(1); the group G is a (4,4) super-Lie 
group. For global supersymmetry, the superanalytic super
manifold is trivial, then G = (Q4.4,cp) with group operation 
if! defined by the Campbell-Hausdorff formula that breaks 
itself to the second order: L2 = [L,L '] = 0. Then for X,Yin 
the algebra X *Y = X + Y + ![X,Y] and by rules (6.1), we 
have 

= cp( *) 0 (cp - 1 X cp -1)( (x,1J); ( y,€») 

= cp *(xfLP fL + 1JaQa);(y~p fL-;' €aQa») = cp (xfL + YfL)P fL + (1Ja + €a )Qa + H XfLP fL + 1JaQa,yvp" + €~Q~]) 
=CP(XfL +yfL)PfL+ (1Ju +€a)Qa+H1JaQa,€~Q~])=CP(xfL +y,,)PfL+ (1Ju +€a)Qu+1Ja€~{Qu,Q~}) 
=cp(xfL +YfL +1JarfL€~)PfL+ (1Ju +€a)QU)= (~+.E+~1::'~;~+~)' 

(2) If :3J = ° the algebra (6.1) is the supersymmetry 
algebra of N extended pure supersymmetry. The group G is a 
(4,4N) super-Lie group. 

(3) In addition to the various super-Poincare algebras 
there are both simple and extended superversions of the con
formal algebra: 

conformal algebra + 2N spinoral algebra 

Lorentz rotation 

(for the commutation-anticommutation rules see Ref. 24). 
The superconformal algebra is obviously enlargeable and ex
tends to a (1O,2N) super-Lie group. 
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APPENDIX: FROM SPACE TO SUPERSPACE 

Originally supers paces were locally defined through 
four real and N anticommuting coordinates that are spinors, 
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Ithat is points of a vector space Yin which the group SL (2,C) 
is represented. 

The most immediate idea that occurs to obtain anticom
muting spinor coordinates is to consider the spinors 1JEVas 
elements of degree 1 of the Grassmann algebra on V,A ( V). 
Then the product A(V)oX'''xA(V)oX'''A(V), could 
locally represent the superspace [here A( V)O is the set of 
commutative elements and A ( V) I is the set of anticommuta
tive elements of the Grassmann algebra A ( V) ]. But two 
problems arise: ( 1 ) superspace would depend on a particular 
choice of spinor spaces, and (2) as the spinor spaces are of 
real dimension 4, the superspace would be finite dimensional 
(d=2 3(4+N) ). 

Because of problem (2), undesirable restrictions follow. 
The Green's functions of fields valued on the algebra (V) 
will vanish if one takes a sufficiently high number of fer
mionic fields. 20 Then an infinite-dimensional Grassmann al
gebra is preferred. Here an infinite-dimensional Grassmann 
algebra whose elements are spinors is constructed. This alge
bra result is a Banach-Grassmann algebIa (see Definition 
3.2) without a countable basis. 
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Given a general space-time, one can associate to each 
orthonormal frame g a spinor space Vg , provided that the 
space-time admits a spin structure. 25 Changing the ortho
normal frame g, one obtains many equivalent spinor spaces. 
Two orthonormal frames a,b lead to the same spinor space if 
and only if it results in a = b'r(r), where ris the double 
covering map 1': SL(2,C) -+SO(3,1) [or SO(4)] and r be
longs to a subgroup of SL(2,C) ~ called the Crumeyrolle 
group.26 Then if JY' is the quotient SO(3, 1 )h( ~), the ine
quivalent spaces of spinors are parametrized by27 JY': 
hEJY -+ Vh • Now let Vbe the direct integral of all inequiva
lent spinor spaces V = Ell hE&" Vh , where the direct integral is 
the vector space of elements (:I.hE&" xh ) in which the family 
(Xh ) hE&" belongs to the Cartesian product TIh Vh , X h be
longs to Vh for each h, and Xh = 0 almost everywhere. Note 

that the set of indices JY'is not countable (in fact JY'is local
ly isomorphic to R 4). 

We give to the space Va II-norm defined by 

Iwll = Ilh~ Xh II = Ilh~ r(h)b(h) II = h~ Ir(h)l, 

here b(h) is the basis of Vh and r(h) are the coefficients of 
Xh EVh • The sum is finite, because X h vanishes almost every
where. SI(2,C) is still represented on the space 
V = Ell hE&" Vh by the direct integral of the representations 
Ph: SL(2,C) -+ Vh. The Grassmann algebra on V (Ref. 28), 
Q = A ( V), is a free module on the infinite-dimensional base 
{b(h),b(h) Ab(k), ... h,kE&'" 

It is easy to see that Q with the previous [I-norm, is a 
graded Banach algebra such that the property (ii) of De fin i
tion 3.2 holds. In order to prove the self-duality of Q [prop
erty (i)] of Definition (3.2), we note the following. 

(1) Hom(A( Ell h,J~ Vh ),A( V») 

= Hom( Ell hEYr A( Vh ),A( V») 

= Ell h5)IY Hom(A( Vh ),A( V») (Ref. 28). 

(2) IfXEA( V), lis a finite subset of JY', andXbi = 0 for 
each iE!, there exists a vEA (V) such that X = vb I (b I 
=bibj'''bk,i,j,k,I) and IIXII = IlvlI· 

Following Ref. 29 one can see that the space of continuous 
Qo linear maps f Qr --->Qs (r,s = 0,1) is isomorphic to Q. 

To see the above, it is enough to prove that if f 
A( Vh ) j --.Qis a A( Vh )0 linear and continuous map, el " 'eN 

is the basis of A ( Vh ) and J; = I( ei ), then there exists qEQ 
(2) 

such that J; = qej, i = (1, ... ,N). In fact Ilel = O=> there is 
ql EQ s.t. II = qle2· Now, 12el = - IIe2 = qele2 then 
(/2 - qle2)el = (/2 - qle2)e2 = 0 so it exists vEA( V) =/=Q 
S.t. h - q j e2 = ve le2· 
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Let q2 be q2 = ql + vel' then 12 = q2e2' If 
q = ql =/=q2 + .,. + qN' one has J; = qe;, i = 1, ... ,N. There
fore Q = A( V) is self-dual, and is a Banach-Grassmann al
gebra without a countable basis. 

'J. Wess and J. Bagger, Supersymmetry and Supergravity (Princeton V.P., 
Princeton, NJ, 1980). 

2A. Rogers, Super Lie groups," J. Math. Phys. 22, 938 (1981). 
3y. Yaradarajan, Lie Groups, Lie Algebras, and Their Representations 
(Prentice-Hall, Englewood Cliffs, NJ, 1974). 

4S. Swierczkowsky, "Embedding theorems for local analytic groups," Acta 
Math. 114, 207 (1965). 

5p. M. Cohn, Lie Groups (Cambridge V.P., Cambridge, 1957). 
op. de la Harpe, "Classical Banach Lie algebras and Banach Lie groups of 
operators in Hilbert spaces," Lect. Notes Math. 285, 2 (1972). 

7H. K. Hoffmann, "Algebra," from Seminaire Dubreul, 1973-1974. 
'w. van Est and T. Korthagen, "Nonenlargible Lie algebras," Indag. 
Math. 26,15 (1964). 

9L. Pontrjaghin, Topological Groups (Princeton V.P., Princeton, NJ, 
1958). 

IORScheunert, "The theory of Lie superalgebras," Lect. Notes Math. 716, 2 
(1979). 

"Such an algebra is called 1:2 graded algebra in the current literature; since 
all the graded algebras in this paper are 1:2, we will omit the suffix 1:2, 

12A. Rogers, "A global theory of super manifolds," J. Math. Phys. 21,1355 
(1980). 

"A. Jadczyk and K. Pinch, "Supers paces and supersymmetries," Com
mun. Math. Phys. 78, 373 (1981). 

I·U. Bruzzo and R Cianci, "An existence result for Super-Lie groups," 
Lett. Math. Phys. 8, 279 ( 1984). 

!SA. Rogers, "The theory of supermanifolds," Commun. Math. Phys. 105, 
375 (1986). 

10J. Rabin and 1. Crane, "Global properties of super manifolds," Commun. 
Math.Phys.100, (1985). 

17c. Bojer and S. Gitler, "The theory of G supermanifolds," Trans. Am. 
Math. Soc. 285, 241 (1984). 

"s. Lang, Differential Manifolds (Addison-Wesley, Reading, MA, 1972). 
19U. Bruuo and R. Cianci, "Mathematical theory of super fiber bundle," 

Class. Quantum Gravit. 1, 213 (1984). 
2"J. Hoyos, M. Quiros, J. Ramirez Mittlebrunn, and F. de Urries, "General-

ized supermanifolds," J. Math. Phys. 25, 833 (1984). 
"Note that Q'"'" is a Q" module. 
"S. Coleman and J. Mandula, Phys. Rev. 159, 1251 (1967). 
23R Haag, J. Lopuszanski, and M. Sohnius, Nuc\. Phys. B 88, 257 (1975). 
24S. Gates, M. Grisaru, M. Rocek, and W. Sigel, Supers pace (Benjamin, 

New York, 1983). 
25J. Milnorn, "Spin structures on manifolds," L'Enseignement Mathemati

que 9,198 (1963). 
2°A. Crumeyrolle, "Structures spinorielles," Ann. Inst. H. Poincare 1, 19 

(1969). 
27K. Bugajska, "Spinor structure implies superspace," from Proceedings of 

the Second M. Grossmann Meeting on General Relativity, 1982, pp. 229-
235. 

2Rc. Chevalley, Algebra (Feltrinelli, Milan, 1975). 
29 A. Jadczyk and K. Pilch, "Classical limit of CAR and self-duality of the 

infinite dimensional Grassmann algebra," in Quantum Theory of Particles 
and Fields, edited by B. Jancewicz and J. Lukierski (World Scientific, 
Singapore, 1983). 

Paolo Teolilatto 996 



                                                                                                                                    

Generalized Burgers equations and Euler-Painleve transcendents. II 
P. L. Sachdev and K. R. C. Nair 
Department 0/ Applied Mathematics, Indian Institute a/Science, Banga!are-5600I2, India 

(Received 25 April 1986; accepted for publication 18 November 1986) 

It was proposed earlier [P. L. Sachdev, K. R. C. Nair, and V. G. Tikekar, J. Math. Phys. 27, 
1506 (1986)] that the Euler-Painleve equationyy" + ay,2 + f(x)yy' + g(X)y2 + by' + c = 0 
represents the generalized Burgers equations (GBE's) in the same manner as Painleve 
equations do the KdV type. The GBE was treated with a damping term in some detail. In this 
paper another GBE u, + ua Ux + Ju/2t = (8/2)u xx (the non planar Burgers equation) is 
considered. It is found that its self-similar form is again governed by the Euler-Painleve 
equation. The ranges of the parameter a for which solutions of the connection problem to the 
self-similar equation exist are obtained numerically and confirmed via some integral relations 
derived from the ODE's. Special exact analytic solutions for the non planar Burgers equation 
are also obtained. These generalize the well-known single hump solutions for the Burgers 
equation to other geometries J = 1,2; the nonlinear convection term, however, is not quadratic 
in these cases. This study fortifies the conjecture regarding the importance of the Euler
Painleve equation with respect to GBE's. 

I. INTRODUCTION 

One of the best-known model equations in mathemat
ical physics is the Burgers equation 

(1.1 ) 

This equation describes the conflict between cumulative 
nonlinear distortion due to convection and the competing 
linear diffusive processes that this distortion evokes. Equa
tion ( 1.1 ) is essentially a mathematical model, and was writ
ten out in an intuitive manner (see Benton and Platzman1 

for the history and review of this equation and its solutions; 
see also a forthcoming book by Sachdev2

). Equation (1.1) 
has a beautiful structure and has the distinctive feature that 
it can be exactly linearized to the heat equation by the cele
brated Hopf-Cole transformation. Otherwise, its utility as a 
descriptor of physical phenomenon is rather limited. The 
model equations, which have been derived from the Navier
Stokes equations by suitable perturbation methods, are in
variably more complicated than (1.1). An excellent review 
of these model equations in nonlinear acoustics has been giv
en by Crighton. 3 Here we cite a few of these model equations. 
We may mention that the large number of these equations is 
due to the simple isotropic nondispersive scalar nature of the 
acoustic wave field subjected to nonlinear effects. The non
planar Burgers equation 

u, + uUx + Ju/2t = (8!2)u xx , (1.2) 

J = 1,2, for cylindrical and spherical symmetry, was derived 
by Leibovich and Seebass4 from the Navier-Stokes equa
tions, using the method of multiple scales. It describes the N 
waves from a sonic boom or an explosion. The equation 

u, + 2uux - Uu = 8uxx ' (1.3) 

where U is a constant, was treated by Murray5 as a simple 
turbulence model. Lardner and Arya6 discussed two gener
alized Burgers equations: 

u, - UU x +AU = (8/2)u xx ' (1.4) 

u, - [jlu+vu2 +vC(t)]ux = (8!2)u xx ' (1.5) 

Equation (1.4) describes the plane motion of a continuous 
medium for which the constitutive relation for the stress 
contains a large linear term proportional to the strain, a 
small term quadratic in the strain, a small dissipative term 
proportional to the strain rate, and a small viscous damping 
term proportional to the velocity. Equation (1.5) describes 
the motion of a continuous medium when the stress-strain 
relation contains a term cubic in the strain in addition to the 
terms described above. 

A rather more complicated model is 

1 r + 1 8 PQ u, +-ux ---uUx =-Uxx +--, (1.6) 
ao 2a~ 2a6 2pocp 

which was suggested by Karabutov and Rudenko.7 Here 
u (x,t) is the velocity of a thermoviscous gas in one-dimen
sional flow, Q(x,t) is the rate of heat addition prescribed by 
some external agency, P is the coefficient of thermal expan
sion, and cp is the constant-pressure specific heat. 

One might take a different viewpoint about these equa
tions. To quote Crighton,3 we may consider them "simply as 
model equations, having a certain nominal accuracy, but be
ing regarded effectively as the exact equations governing 
weakly nonlinear wave propagation in various media and 
geometrical circumstances. That is the point of view taken 
here; the structure of the different model equations is offun
damental (and some practical) interest, as are the solutions 
of initial and boundary value problems for the model equa
tions for shock waves, N waves, and harmonic waves." 

In a previous paper, 8 hereafter to be referred to as Paper 
I, we had proposed that there is a class of nonlinear ordinary 
differential equations (ODE's) 

yy" + ay,2 + f (x)yy' + g(X)y2 + by' + c = 0, (1.7) 

which characterize generalized Burgers equations (GBE's) 
in the same manner as the Painleve equation does the KdV
type equations. Equation (1.7) extends the class of nonlin
ear ODE's studied by Euler and Painleve (see Kamke9

) for 
which b = c = 0 and a is a constant, and so we referred to the 
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solutions of ( 1.7) as Euler-Painleve transcendents. In parti
cular, we studied the damped Burgers equation 

u, + uf3ux +AUa = (t5/2)uxx , (1.8) 

where A > 0 or A < 0, and a and/3 are real constants. The self
similar solutions of (1.8), 

u=tl/(l-a)/('q), TJ=X(2t5t)-I/Z, 

are governed by the nonlinear ODE 

I" + 2TJf' - [4/0 - a)] I 

( 1.9) 

- 4(215) -I/Z I(a - I)IZ f' - 4Ala = 0, (1.10) 

provided /3 = (a-1)/2. Equation (1.10) can be trans
formed into 

HH" - 20 + al)H'z + 2TJHH' 

- 2H Z - 23/zH' - U I = 0 

VIa 

H = t51/ z I (I - a)IZ, 

where a l = ~(3 - a)/(a - 1) and AI = At50 - a). 

(1.11) 

Equation ( 1.11) is a special case of ( 1.7). We studied a 
connection problem for (1.10) which has appropriate (lin
ear) asymptotic behavior at TJ = + 00 and TJ = - 00. 

Equation ( 1.11 ) was also studied in great detail, particularly 
through its series solution. Apart from the solutions that 
vanish at TJ = ± 00, we discovered solutions, in some ranges 
of the amplitude parameter, which either go to (nonzero) 
constant value [the exact singular solutions of (1.10)] at 

- 00 or grow to become unbounded there. We also studied 
numerically the transition of several initial conditions for 
(1.8) to the self-similar form governed by (1.10) with van
ishing asymptotic conditions at TJ = ± 00. 

We continue our study of generalized Burgers equations 
to support our claim regarding the role of the class of Euler
Painleve equations (1.7). We study the nonplanar Burgers 
equation 

(1.12) 

wherein we allow the nonlinearity to be general and charac
terized by the parameter a, the Burgers equations corre
sponding to a = 1. Our study of (1.12) turns out to be very 
rewarding. In the present case we again seek self-similar so
lutionsof(1.12) in theformu = t" I(TJ),a = - 112a. Fol
lowing the same steps as for (1.8) we obtain equations simi
lar to (1.10) and (1.11) (see Sec. II). We study the 
connection problem for the corresponding equation in f 
Equation (1.12) permits considerable analysis. We summa
rize some of the results. Unlike for (1.8), we are able to get 
explicit one parameter family of solutions in terms of expo
nential and error functions for spherically and cylindrically 
symmetric equations, namely, 

u, + u1/Zux + u/2t = (t5/2)uxx , J = 1, 

u, + UI/3ux + u/t = (t5/2)uxx ' J = 2. 

(1.13) 

(1.14 ) 

These solutions correspond exactly to the single hump 
solutions of the Burgers equation. Again the requirement 
that the single hump solutions of (1.8) vanishing at 
TJ = ± 00 exist leads to the conditions that a = ~ for J = 1 
and! < a < ~ for J = 2. These conditions correspond to the 
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condition a > ~ for J = O. It is interesting that there is just 
one value of a = ~ for J = 1 for which such solutions exist; 
this is the value for which an exact explicit solution exists. 
For J = 0 and 2, we have, respectively, an infinite and a finite 
interval of a, for which the single hump solutions exist. We 
also have nonzero (singular) constant solutions for aJ = 1, 
J =1= 0, to which the solutions starting with appropriate 
asymptotic conditions at TJ = 00 tend as TJ -+ - 00. This hap
pens for a l = 1, J = 1, and for a z = ~ for J = 2. These a 
values form, in fact, bifurcation points in the sense that the 
solutions starting at TJ = 00 vanish at a finite value of TJ if 11 
(J+2)<a<1I(J+l), J=0,2; they tend to zero at 
TJ = - 00 if 1I(J + 1) <;a < 1IJ and to the constant solu
tions for a = a J • The solutions diverge to become unbound
ed at TJ = - 00 when a > a J • Thus a becomes the determin
ing parameter for the behavior of the solution at TJ = - 00. 

We are also able to get an equality involving integrals of F Z 

and F'z over - 00 < TJ < 00, with F = la, which helps us 
decide when the solutions over the whole real line exist. 

We note that the nonlinear ODE's for (1.12) corre
sponding to (1.10) and (1.11) are 

I" - 23/Zt5-llz laf' + 2TJf' + 2[ 0 - aJ)/a] 1=0 

and 

HH" - [(a+ 1)/a]H,z+2TJHH' 

- 2( 1 - aJ)Hz - 23/zH' = O. 

( 1.15) 

(1.16) 

Equation 0.16) is a special case of ( 1. 7) with 
a = - (a + 1)/2, I(x) = 2x, g(x) = - 2(1 - aJ), 
b = - 23

/
Z

, and c = O. Besides finding the series solution for 
0.16), and solving the connection problem for (1.15) nu
merically we study the transition of the several initial value 
problems for (1.12) to the self-similar form governed by 
( 1.15) for the appropriate values of parameters for which 
the latter exist. 

Thus the present study fortifies our claim that the class 
(1.7) does indeed represent the GBE's. Just as there are 
special cases of Painleve transcendents that now can be ex
plicitly solved, 10 there are special cases of ( 1. 7), as we have 
noted above, that can be solved in terms of exponential and 
error functions. These functions seem to appear prominently 
as building blocks for ( 1.7). 

The scheme of the present paper is as follows. Section II 
transforms (1.12) into (1.15) and (1.16) and poses the con
nection problem. All the analyses for (1.15) and (1.16) is 
carried out in this section. This includes the exact explicit 
solutions, the series solutions, and the conditions for the ex
istence of various types of solutions. Section III deals with 
the numerical study of ( 1.15) while Sec. IV pertains to that 
of 0.12). Transition of solutions of the initial value prob
lems for ( 1.12) to their self-similar form is treated in Sec. V. 
The conclusions of the study are contained in Sec. VI. 

II. ANALYSIS OF SELF-SIMILAR SOLUTION5-EULER
PAINLEVE TRANSCENDENTS 

As in Paper I, we find self-similar form of solutions of 
(1.12) and determine the values of the parameter a for 
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which these solutions exist satisfying certain asymptotic 
conditions. Therefore, we write 

(2.1 ) 

where a I and b I are real constants. Substitution of (2.1) into 
( 1.12) shows that, for the similarity form, a I = - l/2a and 
b l = -! so that (2.1) becomes 

u=t- II2a I(7J), 7J=x(28t)-1/2. (2.2) 

Equation (1.12) then reduces to 

/" - 23/28-1/2 la I' + 2"11' + [2(1- aJ)/a]1= 0, 
(1.15) 

where a prime denotes differentiation with respect to "I. An
other change of variable 

a2 = :0 {a~ 1 a~ + (1-aJ)a~ +21/2a l }, 

H = 81/2/- a 

transforms (1.15) into 

HH" - [(a+ 1)/a]H'2+27JHH' 

- 2( 1 - aJ)H 2 - 23/2H' = O. 

(2.3 ) 

( 1.16) 

As noted in the Introduction, Eq. (1.16) is a special 
case of (1.7) with a = - (a + 1 )/a, I(x) = 2x, g(x) 
= - 2(1 - aJ), b = - 23/2, and C = O. First, we seek a 

Taylor series solution for H: 
00 

H(7J) = ~ an "In. (2.4 ) 
n=O 

The coefficients ak , k = 2,3, ... ,n, are found by substituting 
(2.4) into (1.16): 

2 [a + 1 k 1 k 112 k ak +2 = --( + )a lak+I+(1-aJ- )aoak+2 (+I)a k + 1 
(k + l)(k + 2)ao 2a 

+ ± {- ~(k + 2 - i)(k + 1- i)a;ak+2_; + a + 1 (i + l)(k + 1 - i)a;+ lak + 1-; 
;=1 2 2a 

(2.5) 

+ (l-aJ)a;ak_; - (k-oa;a k _;}], k= 1,2, ... ,n. 

Thus, we have a two-parameter ao, a l family of solutions. 
For a = l/(J + 1), J = 0,1,2, the parameter a l is uniquely 
fixed as a l = - 23/2 a/(a + 1). This special choice corre
sponds to the exact (explicit) solution we give below [see 
Eq. (2.13)]. The free parameter ao gives a single-parameter 
family of solutions. This could either be the amplitude pa
rameter or the Reynolds number 

R =- udx, 1 f'" 
8 -00 

which is the ratio of the area under the profile to the coeffi
cient of diffusivity of sound. 

We find the asymptotic solution ofEq. (1.15) for large 
1"1 I under the condition that 1-+ 0 as "I -+ ± 00. The linear
ized form ofEq. (1.15), namely, 

/" + 2"11' + [2(1- aJ)/a]1= 0, (2.6) 

has the solution 

Ie,,) = Ae-Tl'Hv ("I), for "1>0, 

_ [B1T1/2/( _ v)1/2] 17JI J - lIa, 

(2.7a) 

for large negative "I, (2.7b) 

provided aJ < 1. Here v = l/ a - (J + 1) and H v ( "I) is the 
Hermite function of order v and A and B are the amplitude 
parameters. Thus, the linear solution decays exponentially 
as "I -+ 00 and algebraically as "I -+ - 00. 

We now pose the boundary value or connection problem 
for (1.15), namely, 

999 

/" - 23/28-1/2 la I' + 2"11' + [2(1 - aJ)/a] 1=0, 
(2.8a) 

I-A exp( - r/)H" ("I) ("It 00), (2.8b) 
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1-+ 0 ("I! - 00), 

and 

1/1<00, - 00 <"I < 00. 

We postpone the discussion of the numerical solution of the 
connection problem (2.8) to Sec. III. Here we give some 
exact solutions of Eq. (1.15) for certain special values of a. 

For a = l/(J + 1), Eq. (1.15) reduces to 

I + "II' + V" = (218) 1/2 la 1'. (2.9) 

Integrating (2.9) once, we get 

7JI+V'= [l/(a+ 1)](2/8)1/2Ia+l+co' (2.10) 

The constant of integration CO' however, is zero since I and 
I' -+ 0 at "I = 00, according to (2.8). 

Using the transformation G =I-a, Eq. (2.10) can be 
put into the form 

G' - 2a7JG = - [2a/(a + 1) ](218) 1/2. (2.11) 

Integrating (2.11), we get 

G=(C- a!1 (2:Y12["'Tl e - t 'dt)eaTl', (2.12) 

where C is the constant of integration. Thus 

1("1) = exp( -"12) C - -- --{ 
2 (2a)1I2 

a + 1 8 

[

"'" , } -lla 
X e- t dt , 

o 
(2.13 ) 

wherec = I - a (0). The solution u = t - 1I2a I( "I) of (1.12) 
with I as in (2.13), we believe, is new for J = 1, a = ! and 
for J = 2, a = 1, and corresponds to the exact single hump 
solution for the standard Burgers equation, J = 0, a = 1. 
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FIG. I. The solution of the connection problem (2.8), for J = 0, a = 0.6, 
0.8, 1.0, l.l, A = I. 

Fora = 1/J,J #0, f equal toan arbitrary constant (#0) is 
another solution of (2.8). 

We now find an equation involving integrals of p2 and 
p/2, which helps determine the parameters for which single 
hump solutions exist. We substitute P = la in (1.15). The 
resulting ODE in Pis 

WP" - [(a-1)/2a]F'2+ (l-aJ)p 2 

+ 1]PF' - (2!b) 1/2p2p/ = 0. (2.14) 

Integrating (2.14) with respect to 1] from - 00 to + 00, and 
assuming that P and P / tend to zero as 1] tends to ± 00, we 
get 

(2aJ - 1) f: 00 p
2 

d1] = C ~ 2a) f: 00 F'2 d1]. 

Equation (2.15) yields the following. 
(i) For J = 0, the ratio 

(2.15 ) 

f~ 00 p 2 d1] 
r= = - (1- 2a)/a>0, if a>!. 

f~ 00 F'2 d1] 

Therefore, the single hump solutions exist if a> !. 
(ii) For J = 1, the only valid choice is a = !. This corre

sponds to the exact solution (2.13). 
(iii) For J = 2, the ratio of the integrals r = (I - 2a)/ 

(a (4a - 1») is positive if! < a <!. This is the range of a for 
which single hump solutions exist. 

The numerical solution of (2.8) shows that for a < 1/ 
(J + I), J = 0,2, the solution f goes to zero at a finite point, 
say 1] = 1]0' where f' > ° (see Figs. 1 and 2). This is not 
evident from (2.15). However, integrating (1.15) from 1]0 to 
00, we get 

a(J+l)-ll""ld - 11'() ° 1] - - - 1]0 < . 
a 7/0 2 

(2.16) 

Since I> ° for 1]0 < 1] < 00, (2.16) implies that a < 1/ 
(J + I). Thus, single hump solutions of (1.15) vanishing at 
1] = + 00 and at 1] = 1]0' a finite point on the left, exist only 
if a < 1/(J + 1). Combining this result with those in (i)
(iii), we find that single hump solutions vanishing at 
1] = + 00 and at 1] = 1]0 exist if 1/ (J + 2) < a < 1/ (J + 1), 
J=0,2. 

We note that the function I has a maximum where 
f' = 0, I" <OifaJ < 1 [seeEq. (2.8)]. However, thiscondi-
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0·8 

fC'll 
A" 1000 

A" 100 

A: 10 

A = 1·0 
0·4 

A: 0·1 

A :0·01 

-4 -3 -2 -1 4 

FIG. 2. The solution of the connection problem (2.8), for J = I, a = I, 
A = 0.01, 0.1, I, 10, 100, 1000. 

tion is too lax. The consideration of (2.15) and (2.16) leads 
to very precise ranges of a for which the single hump solu
tions exist, as we have delineated in (i)-(iii) above. These 
conclusions are confirmed numerically in Sec. III. 

III. NUMERICAL SOLUTION OF CONNECTION 
PROBLEM (2.8) 

We solved Eq. (2.8) numerically starting from 1]-4 

[when I and f' are very small D( 10-5
)] and carried the 

solution to 1] -+ - 00 for all a for which the single hump self
similar solution exists. For a given a and J = 1,2, the values 
of I and f' at 1] = ° were obtained and those of Hand H / 
were computed from (2.3). The series (2.5) was then 
summed up. The series solution so obtained agreed closely 
with the numerical solution of the connection problem 
(2.8). It was found to be accurate to seven decimal places in 
single precision arithmetic over the entire range from 
1] = - 00 to 1] = + 00. We used analytic continuation of 
the series solution as the convergence of the series slowed 
down. In particular the numerical and series solutions com
pared very well with exact solution (2.13) for J = 1, a = ! 
and J = 2, a = j [see Table I for the solution of ( 1.15) for 

TABLE I. Exact analytic solution (2.13), numerical solution of ODE 
(1.l5), and series solution (2.4) of (2.9) forJ= I,a=~. 

Analytic Numerical Series 

7J f f H f 

- 3.0 0.0000004 0.0000004 224.6979 0.0000004 
- 2.5 0.0000062 0.0000062 56.660 64 0.0000062 
-2.0 0.0000610 0.0000610 18.10880 0.0000610 
-1.5 0.000 3828 0.000 3828 7.228297 0.000 3828 
- 1.0 0.0016222 0.0016222 3.511 169 0.0016223 
-0.5 0.0049414 0.004 9414 2.011 814 0.0049414 

0.0 0.0114275 0.D114274 1.322943 0.D114274 
0.5 0.0205568 0.0205566 0.9863665 0.0205566 
1.0 0.0276067 0.0276063 0.851 1571 0.0276064 
1.5 0.0235493 0.0235487 0.921 5727 0.0235488 
2.0 0.0096266 0.0096262 1.441 398 0.0096264 
2.5 0.0015869 0.001 5868 3.550 143 0.0015869 
3.0 0.000 1182 0.000 1182 13.00745 0.000 1182 
3.5 0.0000048 0.0000048 64.87394 0.0000048 

P. L. Sachdev and K. R. C. Nair 1000 



                                                                                                                                    

0·6 

.6.=1000 

-4 -3 -2 4 5 

FIG. 3. The solution of the connection problem (2.8), for J = 0, a = 1.1, 
A = I, 10, 100, 1000. 

J = 1, a = ~]. For J = 0, and ~ <a< 1, f(1/) vanishes at a 
finite point 1/ = 1/0 while for a;;d, f(1/) -- ° as n-- - 00 
(see Figs. 1 and 3). Within the permissible (similarity) 
range of a, single hump solutions vanishing at ± 00 (or at 
+ 00 and a finite point 1/0) exist, independent of the ampli

tude parameter A (see Fig. 3). For cylindrical symmetry, 
J = 1, f-- ° as 1/-- - 00 if a =~, f--const#O if a = 1 and 
f-- 00 if a> 1. For spherical symmetry, J = 2, f-- ° at a 
finite point 1/ = 1/0 if! < a: <j, f-- ° as 1/-- - 00 ifj<a<!, 
f--const#O if a = ~ and f-- 00 if a > ~ [see Table II for a 
summary of the nature of the solution for different J and a 
values and Fig. 4 for the solution of Eq. (2.8) for J = 2]. 
Thus for a = l/J, J = 1,2, f-- fe> a constant #0 as 
1/-- - 00 for finite values of A (seeFigs.2and5).ForJ= 1 
and A = 1, Ic = 0.411 87 and for J = 2 and A = 1, 

I 

Here, Ui,j = uUtu,jAt) and h = tu and k = At are spatial 
and time mesh sizes, respectively. The difference scheme has 
a truncation error 0 (tu 2 + At 2). However, this scheme is 
not adequate to solve (1.12) if the initial profile is discontin
uous and we wish to visualize the evolution of the shock 
wave through its embryonic shock region. The reason is that 
the accuracy of the solution of ( 1.12) with an initial discon
tinuous profile is severely affected by the implicit scheme 
( 4.2) and (4.3). Therefore, we take recourse to the pseudo
spectral scheme. The essence of the pseudospectral scheme is 
that the spatial derivatives Ux ' Uxx of the distribution u (x,t) 
are computed very accurately by the finite Fourier trans
form. The finite Fourier transform of u (x,t) is 

(4.4 ) 
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TABLE II. Single hump, monotonic, and diverging solutions of ( 1.15). 

Behavior at left boundary J=O J=1 J=2 

Solutions vanishing at 
'1/=-00 a=1 a=! ~<a<! 

Solutions vanishing at 

'1/ = '1/0 !<a<1 i<a<~ 
Solutions monotonically 

approaching a constant 
at'1/=-oo a=1 a=! 

Solutions diverging to 
infinity at '1/ = - 00 a>1 a>! 

Ic =0.10197. For a= l/(J+ 1) and J=0,1,2, (2.15) 
was satisfied very accurately up to six decimals. 

IV. NUMERICAL SOLUTION OF THE GENERALIZED 
BURGERS EQUATION (1.12) 

We solve Eq. (1.12) subject to the initial conditions 

{

O' x <Xo, 
u(x,ti ) = g(x), XO<X<XI' (4.1) 

0, X>X I, 

where the functiong(x) has the typical forms shown in Fig. 
6. Since the numerical schemes for nonlinear parabolic equa
tions of Burgers type have been discussed in detail in paper I 
and in Sachdev, Nair, and Tikekar, II we restrict ourselves to 
the specific discussion of Eq. ( 1. 12) . We use the pseudospec
tral scheme when the initial profile is discontinuous and im
plicit predictor-corrector l2 scheme when it is continuous. 
The difference analog of Eq. (1.12) is 

-c = 6·50 

J(1.) 
0·15 

oc= 0·49 0·10 

oc =0.45 0.05 

-5 -4 -3 -2 -1 o 1 2 3 4 

"'l. 

FIG. 4. The solution of the connection problem (2.8), for J = 2, a = 0.4, 
0.45,0.49,0.5,0.51, A = 1. 
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A = 1000 

A = 100 0·2 

A = 10 

A = 1 

A= 0·1 

A = 0·01 

-5 -4 -3 -2 -1 

FIG. 5. The solution of the connection problem (2.8), for J = 2, a =!, 
A = O.oI, 0.1,1, 10, 100, 1000. 

holding over the interval (0,21T) ofx. Here Ax = 21T/K is the 
spatial mesh size, K denotes the number of mesh points, and 
the kj are the wave numbers varying between 0 and K - 1. 
The inverse Fourier transform is defined as 

u(mAx,t) = L u(kj,t)exp(ikjmAx). (4.5) 
ikjl<K/2 

The spatial derivatives at the mesh points are 

Ux (mAx,t) = L Ukj )u(kj,t)expUkjmtu), (4.6) 
Ik) <K/2 

Uxx (mD.X,t) = L (ikj )2u (kj>t)exp(ikjmD.x). 
Ik) <K/2 

(4.7) 

The solution U (x,t + D.t) at the next time level t + D.t is ob
tained from truncated Taylor series 

0·3 

u 

0·2 

(a) 

-0·6 -0·4 o 0·2 0'4 0·6 
x 

0'3 
" 

0·2 

u 

(b) 

-0·5 o 0'5 

FIG. 6. The initial profiles for solving Eq. (1.12). (a) Continuous (single 
hump), (b) discontinuous. 
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U(X,t + D.t) = U(X,t) + D.tut 

D.t 2 D.t 3 

+--utt +--uttt + "', 
2! 3! 

( 4.8) 

wherein the time derivatives Ut , Utt , etc. are substituted from 
( 1.12) and its time derivatives as follows: 

JUt Ju D 
Utt = - uautx - aua-1utux - -+ - + - U 

2t 2t 2 2 txx' 

U
ttt 

= -UaUttx -2aua-'UtUtx -a(a-I)ua - 2u;Ux 

I JU tf JUt Ju D 
-aua

- UttU x ---+---+-U 2t t 2 t 3 2 tlxx • 

( 4.9) 

As the computation commenced we noticed a tail of negative 
amplitude immediately after the nonzero part of the profile. 
By choosing a time mesh as small as 0.0001, the magnitude 
of the tail was brought down to less than 0.00001. Being 
spurious and negligible, the tail was artificially cut off. The 
tail in the subsequent steps was much smaller in magnitude 
and as the profile became smoother, due to diffusion and 
decay, the time mesh was increased in steps. We switched 
over to the implicit scheme when the profile became very 
smooth; the time mesh was increased to 0.01. 

V. TRANSITION OF INITIAL VALUE PROBLEMS TO 
SELF-SIMILAR FORM OR INTERMEDIATE 
ASYMPTOTICS 

We solved Eq. (1.12) with both continuous and discon
tinuous initial profiles (see Fig. 6), for J = 0,1,2 and for the 

0·2 
--1=' 

u 

_ 1='" 
0·' 

'·5 
0·2 

u 
--1=' 

',5 

FIG. 7. The solution of Eq. (1.12). (a) J = 1, a =~, <5 = 0.01. (b) J = 2, 
a=~<5=Q~ -
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0·25 

0·20 

(0) 

0·25 

t =10 

(b) 

-0'5 2·5 3·0 3·5 

FIG. 8. The evolution of the self-similar form. (a) J = I, a =~, ti = 0.01. 
(b)J=2,a=1,ti=0.02. -

parameter a in the self-similar regime. The initial profile 
soon evolves into its self-similar form. Figures 7 (a) and 7 (b) 
depict the evolution and decay of single hump discontinuous 
initial profiles, for J = 1,2. Figures 8 (a) and 8 (b) show the 
evolution of these profiles into their self-similar forms. Since 
it is not possible to describe too precisely the evolution of 
these profiles into self-similar forms graphically, we have 
presented in Table III the maximum of u and its location at 
various times as well as the values of 17rnax = Xrnax (2&) -112. 

The approach of 17rnax and frnax = f( 17rnax ) to constant val
ues as the self-similar regime sets in are also manifest in the 
table. 

VI. CONCLUSIONS 

We have studied the nonplanar GBE (1.12) with gen
eral nonlinearity and found its self-similar solutions. The 
form (1.16) again falls in the class of ODE's (1.7) whose 
solutions we have referred to in Paper I as Euler-Painleve 
transcendents. Thus, two GBE's have representations via 
group theoretic methods or similarity transformations in 
terms of the Euler-Painleve equations. This fortifies our 
conjecture regarding the connection between Euler-Painle
ve transcendents and GBE's. However, we would like to cau
tion that this has been confirmed only for two equations, 
unlike for the case of the Painleve equations, which have 
been shown to represent a very large number of (model) 
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TABLE III. Onset ofse1f-similarform (2.2) of (1.12). 

xmax umax 7]max fmax 

(a) J = I, a =!, ti = 0.01 
1.00 0.22 0.218 1.54 0.218 
1.01 0.20 0.193 1.41 0.195 
1.10 0.21 0.147 1.38 0.162 
1.50 0.29 0.085 1.65 0.127 
2.00 0.38 0.057 1.88 0.113 
3.00 0.52 0.034 2.12 0.102 
4.00 0.63 0.024 2.23 0.098 
5.00 0.73 0.019 2.31 0.095 
6.00 0.82 0.016 2.37 0.093 
7.00 0.90 0.013 2.41 0.092 
8.00 0.97 0.011 2.42 0.091 
9.00 1.04 0.010 2.45 0.090 

10.00 1.11 0.009 2.48 0.090 
11.00 1.17 0.008 2.49 0.089 
12.00 1.23 0.007 2.51 0.089 
13.00 1.29 0.007 2.53 0.089 
14.00 1.34 0.006 2.53 0.088 
15.00 1.39 0.006 2.54 0.088 

(b) J = 2, a = 1, ti = 0.02 

1.00 0.22 0.218 1.09 0.218 
1.01 0.20 0.183 0.97 0.186 
1.10 0.21 0.124 0.99 0.143 
1.50 0.34 0.055 1.37 0.101 
2.00 0.47 0.031 1.64 0.087 
2.50 0.58 0.020 1.82 0.081 
3.00 0.68 O.oI5 1.95 0.077 
4.00 0.85 0.009 2.11 0.073 
5.00 1.00 0.006 2.23 0.071 
6.00 1.14 0.005 2.32 0.069 
7.00 1.26 0.004 2.37 0.068 
8.00 1.37 0.003 2.41 0.068 

10.0 1.58 0.002 2.49 0.067 
12.0 1.76 0.002 2.53 0.067 
14.0 1.93 0.001 2.57 0.065 

nonlinear dispersive equations. More GBE's would have to 
be analyzed if and when they arise in applications to see that 
(1.7) does indeed represent GBE's. 

Equation (1.12) permits much more analysis than 
(1.8), which we discussed in paper I. Here we have a single
parameter family of exact explicit solutions, for all geome
tries J = 0,1,2, which extend the well-known ones for the 
plane Burgers equation [see Eg. (2.13) ]. The integral equal
ities (2.15) and (2.16) clearly restrict the ranges of the pa
rameter a for which the single hump solutions vanishing at 
17 = + 00, and 17 = - 00 or 17 = 170' exist. We have con
firmed these conclusions by numerically solving ( 1.15) sub
ject to (2.8b). We have also solved the original PDE (1.12) 
directly to visualize the transition of initial conditions to self
similar forms in the range of a, for which the latter exist. 
Thus the ODE's ( 1.15) and ( 1.16) have been shown to be of 
considerable importance from both mathematical and phys
ical points of view. 
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The theory of R-separation of variables is developed for the time-dependent Hamilton-Jacobi 
and Schrodinger equations on a Riemannian manifold V n where time-dependent vector and 
scalar potentials are permitted. As an application it is shown how to obtain all R-separable 
coordinates for the n-sphere and Euclidean n-space. 

I. INTRODUCTION AND TECHNICAL 
CONSIDERATIONS 

In the study of additive separation or R-separation of 
variables for Hamilton-Jacobi equations on pseudo-Rie
mannian manifolds one naturally distinguishes three types 
of equations: 

(I) 2:tmWxlWxm = E, 
I,m 

(II) 2:tmWxlWxm +UW, =0, 
I,m 

(Ill) 2: tmwxl Wxm = 0. 
I,m 

Here (glm) is the contravariant metric tensor with respect to 
the coordinate system {x'} on a Riemannian or pseudo-Rie
mannian manifold and E, A are nonzero parameters. (We 
can also add vector and scalar potentials to the left-hand 
sides of each of these equations, since this is only a minor 
complication from the viewpoint of variable separation.) See 
Refs. 1 and 2 for discussions of the relevance of these equa
tions to classical mechanics. Although (I) can be considered 
as a special case of ( II), and (II) as a special case of ( III) (in 
a space of two more dimensions), the three types of equa
tions exhibit distinct forms of behavior. In particular, (II) 
has proved much more difficult to analyze from the view
point of variable separation than have (I) and (Ill). 

For a given Hamilton-Jacobi equation, variable separa
tion research has typically divided into three categories: (a) 
explicit determination of separable systems and application 
of these results to derive explicit solutions of the equation; 
(b) intrinsic, i.e., coordinate-free, characterizations of sep
arable coordinate systems and their relation to completely 
integrable Hamiltonian systems; and (c) studies of the 
"quantization problem," the relationship between additively 
separable solutions of the Hamilton-Jacobi equation and 
multiplicatively R-separable solutions of the associated 
Schrodinger equation, 

(I') 6.t/! = Et/!, 
(II') 6.t/! + Uit/!, = 0, 

(III') 6.t/! = 0, 

where 6. is the Laplace-Beltrami operator on the pseudo
Riemannian manifold. 

For equations of types (I) and (III) considerable recent 
progress has been made in all three of the preceding categor
ies. (See Refs. 3 and 4 for reviews of this work.) The present 
paper is a contribution to category (a) for equations of type 
(II). Shapovalov has already announced the solution to the 
category (b) problem for all these equations, see Ref. 3. 

In the latter half of this section we point out the sense in 
which (II) (with added time-dependent vector and scalar 
potentials) is a special case of (III) and use this connection 
to work out the technical conditions for a coordinate system 
to be R separable for (II). We show that corresponding to 
each R -separable coordinate system { / } for (II) on a Rie
mannian manifold vn there is associated a unique "time" 
coordinate y 1 and that the transformed equation in these new 
coordinates is again in Hamilton-Jacobi form (II) on the 
same manifold V n. The transformed Hamiltonian and po
tential may, however, depend on the new time coordinate yl. 
If there is no dependence of the Hamiltonian and potential 
onyl (the regular case) then we can use Lie theoretic meth
ods to analyze such coordinates. 5-7 

In Sec. II we tum to the principal topic of this paper, the 
case where the transformed Hamiltonian JY(yl) is strictly 
yl dependent. We determine all such time-dependent Hamil
tonians for the n-sphere S" and Euclidean n-space En , and in 
Sec. III we show how to compute all of the associated R
separable coordinate systems for II (with added time-depen
dent potentials) on these manifolds. 

The solution of the regular case for S nand E n is taken 
up in Sec. IV. In Sec. V it is shown that all our results extend 
to the time-dependent Schrodinger equations on S nand En. 
Finally, in Sec. VI we give an intrinsic characterization of 
those equations of type (III) for which coordinates {t,xi} 
can be chosen such that (III) restricts to (II). All functions 
appearing in this paper are assumed to be locally analytic. 

Technically our task is to analyze the possible R-separa
ble solutions for the time-dependent Hamilton-Jacobi equa
tion 

n n 

U W, + 2: tm(x) Wxl Wxm + U L A I (x,t) Wxl 
I,m~ 1 I~l 

Here A is a parameter, {Xi} is a local coordinate system, and 
tm(x) the contravariant metric tensor on the Riemannian 
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manifold vn. In particular, the matrix {glm} is positive defi
nite. A solution of ( 1.1 ) is a function W = W( f,X) that satis
fies this equation. 

We must first state precisely which transformations will 
be permitted in the search for separable solutions. We will do 
this by considering ( 1.1 ) as a special case of the (conformal) 
Hamilton-Jacobi equation 

n+2 
" K UV(z)Z uZ v = 0, £.. z z 

u,v = 1 

where 

Zi = Xi, i = 1, ... ,n, ~ + 1 = f, zn + 2 = 7, 

Z = A. 7 + W, K i.n + 2 = K n + 2.i = A i, 

K ij = gij, 1 <J,j<n, 

K n+ l.n+2 = K n+2.n+ 1 = 1, Kn+2.n+2 = V, 

( 1.2) 

and all other matrix elements of K uv vanish. Thus, the solu
tions of (1.1) can be identified with those solutions Z of 
(1.2) for which Zr = A. (after which we set 7 = 0). 

The general theory of variable separation for the Hamil
ton-Jacobi equation (1.2) (and its relation to Lie symme
tries) is well understood8

•
9 and we need only modify this 

n 1 n2 n3 - 1 

n 1 
'11 o~ 2t)ab ° ° n2 ° Qf~(yr)H r~2 

theory to the special requirement Zr = A.. In the following 
paragraphs we present the modification. 

We pass to separable coordinates yi, ... ,yn + 1 , f-l, where 

Xk = Xk(y), k = 1, ... ,n, 
(1.3 ) 

t=f(y), 7=/-l-R(y), 

and R is a function to be determined. Then ( 1.2) transforms 
to 

2Z/l ([5 i + di]Zi + G ijRiZj ) + G ijZiZj 

+ (2[Si + di]Ri + V + GijRiRj)Z/lZ/l = 0, (1.4) 

where we observe the Einstein summation convention, the 
variables i,jtake the values 1,2, ... ,n + I;Zi = ZYi,R i = Ryi , 
and A '(JyiIJx') = d '. Note that 

n 

I g'm(x) Wxl Wxm = G ij(y)ZiZj, Z/l = A.. (1.5) 
'.m~ 1 

The separable coordinates y,/-l are of three types: there are n 1 

first kind variables yO, n2 second kind variables yr, and n3 
ignorable variables ya and /-l; n 1 + n2 + n3 = n + 2. The 
contravariant metric tensor for Eq. (1.4), expressed in these 
coordinates, must be of the form 

/-l 

° Qkr (yr)H r~ 2 

Qf~(y')H s~ 2 Q I K ff3(/)H i~ 2 Q I Ff(/)H i~ 2 
( 1.6) 

n3 - 1 

f-l Qks (y')H s~ 2 QIFf(/)H i~ 2 

Here there is no summation on n repeated indices unless 
explicitly indicated, and the indicated sums are 
i = 1, ... ,n 1 + n2• (This expression follows immediately from 
Theorem 5 of Ref. 9.) The metric 

dS,2 = I H~ (yb,y') (dyO)2 + n'f
n
, H;(yb,y') (dyr)2 

a= 1 r=n l + 1 

( 1.7) 

must be in Stackel form. The matrix elements are indepen
dent of the ignorable variables ya ,/-l. 

Comparing ( 1.4) with ( 1.6) we have the following con
ditions: 

( 1.8) 

and 
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QI .Yi (/)H i~ 2 

S° + dO + QH o-2Ro = 0, 

5 r + d r + QH r- 2 If~Rf3 = QkrH r- 2, 
f3 

Sa + d a + Q I Kff3H i- 2Rf3 + QIf~H s- 2Rs 
f3.i 

( 1.9) 

2 I [sj + di]Ri + V + I GijRiRj = Q I .YiH j- 2. 

,. ;.j" 

Here Q = Q(y) #0 and eachoff~, k" Kff3, Ff'.Yi depend 
only on the variable denoted by the subscript. Finally, we 
have that 5 ~i is a Killing vector for the Hamiltonian G ijpiPj' 
i.e., 

( 1.10) 

where { " . } is the Poisson bracket in the canonical coordi
nates /, /-l; Pi> P/l' and there is a closed one-form dt 
= df = /; d/ such that 

/;sj=l, /;Gij=O, j=I, ... ,n+1. (1.11) 

Conditions (1.7)-( 1.11) are necessary and sufficient for R
separation of (1.1) in the coordinates /. The R -separable 
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solutions take the form 
n+l 

W= +A.R(y) + L WU)(/), ( 1.12) 
;=1 

where R satisfies conditions (1.9). (It is the presence of a 
possibly nontrivial R which leads to the term R -separable; if 
a y'yjR = 0, i =/= j, the system {yk } is separable. ) . 

We can simplify our problem somewhat by notmg from 
(1.5) and (1.8) and the requirement (lm) positive definite 
that n2 ,1. 

Theorem 1: If the time-dependent Hamilton-Jacobi 
equation (1.1) is R -separable in the coordinates {/} then 
the transformed equation (1.4) can be put in time-depen
dent Hamilton-Jacobi form (with potential) 

where d/ = dt. There are two possibilities: 
Case 1: n2 = O. Then / = y6 is ignorable and 

afGij = afua = afu = O. The metric (Gij), i,j=/=D deter
mines the same Riemannian space V n as does (lm). 

Case 2: n2 = 1. Then/ = T is a second kind coordinate 
and at least one of Gij, U a, U has nontrivial/ dependence. 
For each fixed value ofT the metric (GijCy'»), i,j=/=s, deter
mines the same Riemannian space V" as does (lm). 

Proof: Suppose (1.1) is R -separable in the coordinates 
{/}. Then from (1.11) there is a function / such that 
d/ = dt = J: d/, whereJ:5'; = 1 and 

J:Gij=O, j= 1, ... ,n+ 1. (1.14 ) 

It follows immediately from (1.8) and (1.14) that/a = 0 for 
a = 1, ... ,n l • Furthermore, since Rank(Gij) = nand ayf3 Gij 
= 0 for each ignorable variable y P, we must have 

ayf3 (J:lfj) = 0 whenever fj =/=0. It follows that/must be of 
the form/ = h (u,v) where 

u = L Ca (y')ya, v = y'. 
a 

(If n2 = 1 thenJ,Ca may depend on the single second kind 
coordinate y'; if n2 = 0 then the Ca must be constants.) 

Now suppose n2 = 1 and auh = O. Then/=/(y') and 
from the requirement J:5'; = 1,.5" = 1 we see that ay'5" = 0 
for i =/= r. Thus, by a change of second kind coordinate 
y'" = key') if necessary (which preserves separation), we 
can assume 5"= 1 and d' = O. Further, the condition 
I,.Grj = o implies G,j = Oforj = 1, ... ,n + 1, sothenXn ma
trix (Gij), i,j=/=r is nonsingular. Thus Eq. (1.4) takes the 
form (1.13) and since/ = y' is not ignorable, at least one of 
G ij, U a

, U has nontrivial/ dependence. 
Next, suppose n2 = 1 and auh =/=0 where at least one of 

the Ca is nonzero. Without loss of generality we can assume 
Cr = 1 for fixed ignorable variable yr. Then 
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since/,I/r is independent of each ignorable variableyP. Set
tingp = rwehave au (hJhu) = O.Thus C'p=dCpldy'= 0 
for each p and the Cp are constants. Further, we have 
/=h(u,v) =H(u+K(v») for some function K. We can 
now pass to a new set {/'} of equivalent R -separable coordi
nates such thaty6' = Cp yP + K(y'). (See Ref. 10 for a dis
cussion of the pseudogroup of transformations taking sep
arable coordinates into equivalent systems of separable 
coordinates.) Dropping the primes, we have / = /(y6 ) and, 
using (1.11),5'6 = 5' 6(y6) =/=0, G 6; = 0, i = 1, ... ,n + 1 and 
d 6 = O. From the third equation of (1.9) we have 

n. +"2 
5'6 = Q L F1(/)H;- 2 = QF =/=0. 

;= 1 

Since F is a SHickel multiplier (see Ref. 9) we can pass to an 
equivalentStiickelformH; = FH;~thatQ = 5'6. Dividing 
(1.4) by the common factor 5'6 = Q [see (1.8) and (1.9)] 
we obtain (1.13), where each term is independent of/ = y6. 

Finally,supposen2 = O,so/= h(u) withDuh =/=0. Then 
a simplification of the argument in the preceding paragraph 
shows that we can take/ = y6 and obtain ( 1.13), where each 
term is independent of y6 . Q.E.D. 

We have shown that corresponding to each R-separable 
coordinate system {yl} for the time-dependent Hamilton
Jacobi equation on a Riemannian manifold V n there is asso
ciated a unique time coordinate / = y6 or/ = y'. The trans
formed equation in the {y'} coordinates is again in time
dependent Hamilton-Jacobi form for a Hamiltonian on vn

• 

The transformed Hamiltonian is strictly time dependent if 
and only if/ = y'. 

In the following we will regard the problem of finding all 
R-separable solutions of a given time-dependent equation 
( 1.1 ) as solved once we reduce it to the problem of finding all 
separable solutions of explicit time-independent Hamilton
Jacobi equations of the form 

i GijZ;Zj +.1 i U;Z; +A. 2 U=E, (1.15) 
;,j= 1 ;= 1 

where (G ij) is the metric on V n • 

For/ = y6 this problem was solved in Ref. 7. There we 
studied all mappings of the form 

t=T(J,y), x=X(J,y), W=Z+A.h(J,y) (1.16) 

that take (1.1) into another evolution equation (1.13), a 
"related" evolution equation. It was shown that there is a 
one-to-one correspondence between (equivalence classes of) 
related Hamilton-Jacobi equations and conformal symme
tries for (1.1) of the form if = q(t,x)Pt + rj(t,x)p;d 
+ A.k(t,x), where q=/=O; alternatively, 

(1.17) 

If L is a conformal symmetry with q =/= 0 then one can show 
that axjq = 0 and that we can introduce new coordinatesJ,y 
and a new dependent variable z such that 

af = q at + r j 
axj' 

t = T(/), x; = X;(J,y), 

W = Z + A.h ( J,y), 

(1.18) 

and (1.1) transforms to the related Hamilton-Jacobi equa-
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tion (1.13) withf-independent Hamiltonian. 
Conversely, if case 1 of Theorem 1 occurs for ( Ll) then 

the variable! = y8 is ignorable. This means that the operator 
a 8 is a conformal symmetry for (1.13) which in turn trans

y 

forms to a conformal symmetry for (Ll) of the form qat 
+yja j +Akaw withq#O. 

x 

Note that when ! is ignorable we can require 
Zf = - E /U and reduce (1.13) to the time-independent 
equation (1.15). Thus, to find all R -separable coordinate 
systems {f,y} for ( 1.1) corresponding to case 1 we first enu
merate the conjugacy classes of symmetry operators in the 
conformal symmetry algebra f1 for ( 1.1 ) . II Choosing a rep
resentative operator L in each conjugacy class we make the 
transformation ( 1.18) of ( 1.1 ) into a related evolution equa
tion and then find all R -separable systems {y j} for the re
duced equation ( 1.15). (Of course, for some choices of L the 
reduced equation is not R -separable in any coordinate sys
tem.) See Ref. 7 for more information concerning this proce
dure, and Ref. 4 for a more general point of view. 

We can thus regard case 1 of the preceding theorem as 
well understood from the viewpoint of Lie symmetries. 

II. TIME-DEPENDENT HAMILTONIANS 

We now turn our attention to case 2 of Theorem 1, the 
case where! = yr and the transformed equation ( 1.13) has a 
time-dependent Hamiltonian. Our aim, not entirely 
achieved, will be to enumerate the instances where this type 
of R-separation occurs for the Hamilton-Jacobi equation 
(Ll). 

For simplicity we will limit ourselves to coordinate sys
tems that are orthogonal on V n • In other words, the metric 
tensor (Gij), i,j#j, in (1.13) should be diagonal. (For 
many spaces, such as Euclidean spaces or spaces of constant 
curvature, only orthogonal separation can occur, so this is 
no restriction at all. 12) Since orthogonal ignorable coordi
nates can always be considered as special cases of type 1 
coordinates, without loss of generality we can assume that 
the separable coordinates are labeled ya (a = 1 , ... ,n), yr, fl; 
n l = n,n2 = n3 = 1. [This is true so long as we restrict atten
tion to (G ij) and ignore the vector and scalar potentials.] 

With the above assumptions our problem simplifies sub
stantially. The second equation in (1.9) becomes 
1 = QkrH r- 2. Replacing the Stiickel form H r- 2, H a- 2 by 
the new Stiickel form H' r- 2 = krH r- 2, H' a- 2 = H a- 2, we 
can assume k r = 1. Furthermore since H' r- 2 is a Stiickel 
multiplier5 we can pass to a new Stiickel form with 
H"r- 2 =1, H"a-2/H'r-2,Q"=QH'r-2=1. Thus in 
terms of the coordinates ya, yr, fl we have (dropping the 
primes) 

H r-
2 = 1, H a-

2 =Ha-
2(yb,yr), Q= 1. (2.1) 

The transformation from "standard" to separable co
ordinates becomes 

Xk = xk(ya,yr), k = 1, ... ,n, 

t = yr, 1" = fl _ R(ya,yr), 

and the metric becomes 
n n 

'" ij _ '" H- 2 ( b t ) 2 ~ g p x'P xi - ~ a Y , pya, 
i.j= 1 a= 1 

1008 J. Math. Phys., Vol. 28, No.5, May 1987 

(2.2) 

(2.3 ) 

so for each fixed t the right-hand side of (2.3) defines a 
Stiickel-form metric on V n • 

To analyze this one-parameter metric we recall a few 
facts about Stiickel form metrics. An n X n nonsingular ma
trixS(y) is said to be in Stiickelform ifSij = Sij (/) and each 
of the elements (S - I) II , 1= 1, ... ,n, is nonzero. Set 

n 

cW';(y,p) = L (S-I);p;. (2.4 ) 
l~ I 

Then 

{cW';cW') = 0, i,j = 1, ... ,n, (2.5 ) 

where { . ,. } is the Poisson bracket on the 2 (n + 1) -dimen
sional symplectic manifold with canonical coordinates 
(/,p;,t,Pr)' Here cW'1 is the Hamiltonian associated with the 
Stiickel matrix S. 

Theorem 2: Let 
n 

cW" = H r- 2p; + L H a- 2(y,t)p~ 
a=1 

be a Stiickel form Hamiltonian with H r- 2 = 1 and n:p2, and 
suppose to is in the domain of t. Let 

n 

cW'(t) = L H a-2(y,t)p~. 
a=1 

Then there exists an n Xn Stiickel matrix S(y) such that 
n 

cW'(t) = L gk(t)cW'k, (2.6) 
k~1 

where the cW'k are defined by (2.4) and the gk are scalar
valued functions with gk (to) = 0lk' 

Proof Since cW" is a Stiickel form Hamiltonian there 
exists an (n + 1) X (n + 1) Stiickelmatrix T' (y,t) such that 

(

TOO(t) TOI(t)"-Ton(t») 

T'= TI~(/) Tll(/)"'T1n(yl) (2.7) 

Tno (yn) Tnl (yn) ... Tnn (yn) 

and (T,-I)oO = H r- I = 1, (T,-I)Oa = H a- 2, a = 1, ... ,n.1t 
follows that 

is also a Stiickel matrix for cW", since (T'- I ) 0; = (T" - I ) 0;, 

i = O,I, ... ,n. We can multiply column i of T" by a nonzero 
constant c and columnj by c- I where i#j, i,j i,j>O, and 
obtain another Stiickel matrix for cW". Furthermore, the in
terchange of two such columns To Tj or the replacement of 
T; by T; + c'Tj again leads to a Stiickel matrix for cW". It 
follows that there is a Stiickel matrix for cW" of the form 

-gn (t») 
SIn: (yl) , 

Snn (yn) 

(2.8) 

wherega(to) =Oal' ThuscW'(t) is given by (2.6) where the 
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K k are computed from the n X n 
(Sob (yo »). 

Corollary: {K(t,), K(t2)} = O. 
Since K(to) = K, and 

n 

L ijPxiPxj = K(t) 
j.j= , 

Stackel matrix 
Q.E.D. 

(2.9) 

we see that K, is a Stiickel form Hamiltonian for vn and 
that K(t) is a one-parameter family of such Hamiltonians. 
The requirements that K(t) corresponds to vn is a very 
strong condition on the functions gj (t) for any choice of 
separable Hamiltonian K,. 

To show how restrictive these conditions are we consid
er the "generic" separable coordinates in Euclidean space 
En and on the unit sphere S n, 

K, = i f(yj). pf = i H i- 2 pf, (2.10) 
i=' 1Ti#j (y' - yl) i= 1 

where f is a polynomial with distinct real roots. This is a 
separable Hamiltonian on sniff degf = n + 1 (Jacobi ellip
tic coordinates), and on E n iff degf = n (ellipsoidal coordi
nates) or degf = n - 1 (paraboloidal coordinates). The re
lated n X n Stackel matrix is '2 

Sij = (i)n-jlf(i), i,j= 1, ... ,n. (2.11) 

In general, the orthogonal coordinates {Xi} are separa
ble on En provided the metric ds2 = ~: = 1 H~ (x) (dxi) 2 is 
in Stackel form, i.e., 

ajk log Hf - aj log Hiak log Hf.+ aj log Hiak log HJ 
+ ak log Hfaj log H~ = 0, j=l=k, (2.12) 

and R hijk = 0 where R is the Riemann curvature tensor. For 
sn (of constant curvature - 1) this last condition is re
placed by 

Rijji = -HfHJ, i=l=j, 

Rhiik = 0, h,i,k distinct. 
(2.13 ) 

Eisenhart13 (p. 269) has shown that for both En and sn 
these conditions imply 

ajk logH i-
2 =0, i,j,kdistinct. (2.14) 

Suppose n;;;. 3. Then condition (2.4) applied to K (t), (2.6), 
where K, is given by (2.10), becomes 

ajk log(i g/(t) . . IT . i""/'-') 
1= 1 'I <'2 < ... < '1_ I 

ih.,.i 

= 0, i,j,k distinct. (2.15 ) 

The solution is 

H i- 2 (y,t) 

f(i) . g,(t) IT (1 +h(t)yj), i= 1, ... ,n. 
1Ti#i (y' - yl) i#j 

Clearly, g, =1=0. Suppose h =1=0. Under the change of coordi
nates Xi = il (1 + hi) the metric transforms to 

Hj-2(x) =f(xi/(l ~hX.i») (l_hxi)n+3gl (t), 
1Tj #j (x' - xl) 
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which is again of the form (2.10), except that the polynomial 
in the numerator is of order n + 3, which does not corre
spond to En or sn. Thus h = 0 and 

H
i
- 2 (y,t) = f(yi)g,(t) . 

1Ti#j (y' - yl) 

It is well known that for g, (t) =1= 1 and V n = S n the factor g 1 

changes the curvature, so that the transformed metric is not 
one on sn. We conclude that for Jacobi elliptic coordinates 
on sn the only possibility is K(t) = K, whereas for ellip
soidal or paraboloidal coordinates on En the only possibili
ties are dilatations K(t) = g, (t)K,. For n = 2 a similar 
but simpler argument than the preceding one yields the same 
result. 

We can now treat the most general separable coordinate 
system on sn. In Ref. 12 it is shown that the most general 
separable system can be constructed by "nesting" collections 
of the generic Jacobi elliptic coordinates. The infinitesimal 
distance on S n, expressed in a separable system, can always 
be written in the form 

dOJ2 = ± dOJ; [ rr/'=, (i- eI ) ] 

1=' 1Tm #I(em -eI ) 

_ J... ~ 1Tj#i (i ~ yj) (d i)2. 

4 £... +1, Y 
i=' 11J'= 1 (y - ej ) 

(2.16) 

Here the {i} are Jacobi elliptic coordinates on S n, and each 

dOJ; is the infinitesimal distance of a S PI where ~~ = 1 PI 

+ n l = n, andp<n, + 1. The coordinates on each SPI are 
again separable and the metrics dOJ; can be expressed in 
terms of separable coordinates by using (2.16) recursively. 
[The case of Jacobi elliptic coordinates on S n corresponds 
to p = 0, n, = n in (2.16).] In Ref. 12 a graphical procedure 
is presented to elucidate that construction, and the separa
tion equations for the Hamilton-Jacobi equation are written 
explicitly. Thus for every separable system on sn it is 
straightforward to compute the Stackel matrix and to con
struct the quadratic forms K k , (2.6). They coordinates in 
(2.6), since they are separable and K(t) is analytic in t, 
must be of the same type (2.16) as the coordinates of 
K, = K(to)' Though the details are somewhat tedious, it is 
not difficult to use the argument of (2.15), and its following 
paragraphs, recursively in (2.16). The results of this argu
ment, followed by imposition of the curvature conditions 
(2.13), is the following. 

Theorem 3: Let S be a Stackel matrix corresponding to a 
separable coordinate system on S n, n;;;'2, and define the cor
responding Hamiltonian Kl and constants of the motion 
K;. i = 2,oo.,n, by (2.4). ThenK(t) = ~7= ,gi (t)Ki is an 
sn Hamiltonian with K(to) = K, iffgi (t) = 0li' 

The most general separable coordinate system on E n is 
also determined in Ref. 12. It is shown there that in the co
ordinates of such a system the metric ds2 on En can be ex
pressed as 

Q 

dr= L dsi, (2.17) 
1= 1 

where each dsi is an Euclidean space metric itself. In turn we 
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have 

n] N] (I _ I) 
d'.2 _ ~ 'lr1=1 Y ei d 2 d-2 

SI - ~ 1 Wi + iff' 
i=1 'lrj#i(eJ -ei ) 

(2.18 ) 

where do} is the infinitesimal distance corresponding to el
lipsoidal or paraboloidal coordinates {/} for EN], and each 
dw~ is the infinitesimal distance corresponding to a separable 
system on the sphere SP]. Here n = ~¥= I (N1 + PI) and 
nl,N1 for do} ellipsoidal, nl <NI for do} paraboloidal. 
Thus the most general separable system on En is constructed 
by first decomposing En as a direct sum of Q mutually or
thogonal Euclidean subspaces and then in each subspace 
nesting collections of Jacobi elliptic coordinates into either 
an ellipsoidal or a paraboloidal system. The generic ellipsoi
dal or paraboloidal systems for En correspond to the case 
Q = 1, nl = 0, NI = n. 

From the results of Ref. 12 it is straightforward to com
pute the Stackel matrix corresponding to each separable sys
tem for E n and to construct the quadratic forms 7r k • Again 
they coordinates (2.6) must be of the same type (2.18) as 
the coordinates of 7r1 = 7rCto). It is tedious, though not 
difficult, to use the argument of (2.15) and its following 
paragraphs recursively in (2.18) and (2.16), followed by 
imposition of the Euclidean space curvature conditions to 
obtain the following. 

Theorem 4: Let S be a Stackel matrix corresponding to a 
separable coordinate system on En, n>2, and let 

Q 

d~= Ids; 
1=1 

be the associated decomposition of the infinitesimal distance 
on En into distances ds; on Q mutually orthogonal Euclid
ean subspaces. Let 7r\/) be the Hamiltonian on the 1 th sub
space so that 7r1 = 7r(to) = ~¥= 17r\/). Then 7rCt) is an 
En Hamiltonian for all t iff it can be expressed in the form 

Q 

7r(t) = I hI Ct)7r\/), 
1= I 

withhlCto) = 1,1= I, ... ,Q. 
To date we have been unsuccessful in proving Theorems 

3 and 4 without using the explicit list of all separable coordi
nate systems on S nand En. 

III. COORDINATES ON sn AND En 

Continuing our study of case 2 of Theorem 1, let {ya,ya} 
be an orthogonal separable coordinate system on the Rie
mannian space V n such that the associated infinitesimal dis
tance 

n 

ds2 = I H~(d/)2 = I H~ (dya)2 + I H; (dya)2 
i= 1 a a 

is in Stackel form [with Stackel matrix (2.5)]. Here 
H a- 2 = ~~'= I K ~a(ya)H a- 2. Let 7r, be the Hamiltonian 
in these coordinates and suppose we have determined a one
parameter family 7rCt) = ~7= Igi Ct)7ri of Hamiltonians 
on vn such that 7rCto) = 7r1. We now study the remaining 
conditions on gi (t), {ya,ya} so that {yr,ya,ya} will lead to R-
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separation of the time-dependent Hamilton-Jacobi equation 
n 

2A W, + I glm(x) Wxl Wxm 

I.m= I 

n 

+ 2A I A I(X) Wxl + A 2V(X) = o. (3.1 ) 
1= , 

Here {Xi} is a given coordinate system on vn and we must 
have 

Xi = Xi(ya,yr,ya), i=I, ... ,n, t=yr. (3.2) 

The remaining conditions to be satisfied are 

aya + _4a = H 2R 1 .w - a- a' a = , ... ,nl' 
at 

(3.3a) 

aya +.i£a= -Ha- 2Ra + ± y~(ya)Ha-2+y~(yr) 
at a= I 

(3.3b) 
n 

2R r + V-I H i- 2R ~ + 2 I Ra &Ja 
i= 1 a 

(3.3c) 
a 

where Ra = a aR (yr,ya) and Rr,Ra are defined similarly. 
y 

Each Y;. Yr is a function of a single variable /. We will 
discuss the solution of these equations with special emphasis 
on the important examples S nand En. 

First note that (3.3a) and (3.3b) can be written in co
variant form, 

az
i 

_ G ij()R _4i OJ i . - 1 - - - z,t j -.Jd( +:7cJ, I - , ..• ,n, 
at Z 

(3.4 ) 

where (G ij) is the metric for vn in the coordinates i. Here, 
i = i (ya,ya). We can choose the initial coordinates {Xi} 
and the {i} to be in a convenient standard form and such 
that Zi=Zi(X),t), i= I, ... ,n, with Zi(X),tO ) = Xi. We will 
use the integrability conditions for (3.4) to determine the 
possible forms of the functions Z i, and then express the {Zi} 
in terms of separable {ya,ya} coordinates. 

Consider first the space S n. It is convenient to identify 
sn with the unit sphere x'x=~;:/(x)2=IinEn+1 
where {xl, ... ,xn + I} are standard Cartesian coordinates. We 
choose {z' , ... ,zn + I} to be Cartesian coordinates of the same 
type. Since the motion group of S n is 0 [n + 1] (see Ref. 13, 
p. 23) it is clear that 

zCt) = O(t)x, O(t)E 0 [n + 1], OCto) = I, (3.5) 

where 1 is the identity matrix. Equations (3.4) become 
n+1 

. I I Oij OIjZ = -R. - .i£i+ &Ji z' , 
1,)= I 

i = I, ... ,n + 1, z·z = 1. 
( 3.6) 

The integrability conditions for (3.6) imply 
n+1 

.i£i_&Ji = -Rz'+ I Xsi(t)ZS, X=OO-I. (3.7) 
s= 1 

This can be regarded as a necessary condition on the vector 
potential in order that it permit variable separation. The sec
ond term on the right-hand side of (3.7) is "trivial" in the 
sense that it can always be removed by transformation to an 
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appropriate rotating frame x(t) = O(t)x, lJEO[n + 1]. 
[Thus every separable potential is via the foregoing transfor
mation equivalent to a vector potential which is a gradient 
.£ffi _ fjJi = - a ,R(x,!) in Cartesian coordinates.] As-

x 
suming the equivalent vector potential is a gradient we can 
remove it by an appropriate R transformation and then have 
Zi::Xi, t = yr, .£ffi = fjJi, R = R (t). 

Thus Eq. (3.1) transforms to 
n 

UZ, + I H i-
2(ya)Zf+U IF~(ya)Ha-2Za 

;=1 a,a 

(3.8) 
a 

where {ya,ya} is a separable system for the time-indepen
dent Hamilton-Jacobi equation on S n. 14 

Theorem 5: Nontrivial R-separation corresponding to 
case 2 does not occur for the time-dependent Hamilton-Ja
cobi equation on S n, i.e., every such separable system arises 
from a separable system for the time-independent equation. 

Now we examine the same problem for E n. As standard 
coordinates {Xl , ... ,xn} we choose Cartesian coordinates. By 
Theorem 4, corresponding to a set of separable coordinates 
for En, there is a decomposition of this space into Q mutually 

orthogonal Euclidean subspaces E ~J. Let {z~ , ... ,z~J} be Car
tesian coordinates on the J th such subspace (of dimension 

NJ ). The Hamiltonian on E ~J is Jf<'Y) = l:~: I (p zi ) 2 and we 
J 

have 
Q 

JY\J) = I h;(t)JY\J), (3.9) 
J=I 

where hJ (to) = 1. Since the motion group for E n is the Eu
clidean group\3 (p. 23), it follows that the two coordinate 
systems are related by a t-dependent Euclidean transforma
tion, 

D -1(t)Z(t) = O(t)x + e(t), (3.10) 

where 0 is an n X n orthogonal matrix, e is an n vector, and D 
is an n X n diagonal matrix whose diagonal term correspond
ingtoz~ ishJ(t). Equations (3.4) taketheform 

(DD -I + Dbo -ID -I)Z - Dbo -Ie + Dc 
= _D2Rz_.£ffz +fjJz. (3.11) 

The integrability conditions for (3.11) imply that there 
exists a function q(z,!) such that 

n 

( ..Ji /77J i)D - 2 D - I ~ O· 0 D - I k 
.J<l( -;::/(J i = qz' - i ~ i/ kl k Z, 

I.k= I 

(3.12) 

where 

-Df(Rz' +qz') 

n 

= DiD i- I~ + D;i:i + Di I bi/Oklck' (3.13) 
l.k= I 

Here Dij (t) = Di (t)8ij. This implies that in the standard 
Cartesian coordinates the vector potential has the form 

A j(x,t) - Bj(x,t) 

n 

- I Oij (!)bis (t)x' + Hxi (x,!). (3.14 ) 
;,s= 1 
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Just as in the sn case we can remove the first term on the 
right-hand side of (3.14) through a coordinate transforma

tionx = O(t)x, where 0 -10 = - 0 -lb. Thus any separa
ble vector potential is equivalent to a potential in gradient 
form (A j - Bj = H xi )' so that (.£ffi - fjJi)D i- 2 = qz' and 
we can assume 0(t)::1 in (3.12) and (3.13). Then by 
means of an R transformation (which does not affect separa
bility) we can take q = 0 and .£ffi = fjJi. 

Thus 

hj-I(t)Z~(t) =x~ +c~(t), i= 1, ... ,NJ, J= 1, ... ,Q, 
(3.15 ) 

where we have adopted the same notation for the vectors x,e 
as for z. Substituting (3.15) back into (3.11) we obtain 

(hJlh j )z~ + c~/hJ = - R " 
ZJ 

so that 

Q N
J [1 h ci

] 
R=-I I _--7(Z~)2+~~ +I(t)· 

J=li=1 2 hJ hJ 
(3.16) 

We consider first the special case where the original vec
tor and scalar potentials vanish: .£ffi = V = O. Then fjJ i = 0 
and we can assume n3 = 1. Substituting (3.16) and (3.9) 
into the remaining condition (3.3c) we find 

Q N
J 

[ 1 
J~l i~l "2 (ii J- 2)(Z~)2 

= I h ;(Ya.J (y~)H a~/(Y}) + yJ(yr»). (3.17 ) 
J.a 

Since, for each fixed J, the NJ coordinates z~ are functions of 
the NJ coordinates y}, a necessary condition for (3.17) to 
hold is that the coefficients of (~ ) 2 and z~ on the left-hand 
side are constants times h;, 

h.i 2(ii J-
2

) - 2h;h J-
6 =aJ, 

c~/hj =f3~. 

(3.18a) 

(3.18b) 

It follows that under the R transformation the original Ham
ilton-Jacobi equation 

n 

UW,+ I W:,=o (3.19) 
1=1 

maps to 

Q * (2 a J 
i 2 i i) 2 UZr + I .~ Z z'" + -(ZJ) - 2f3 JZJ h J = 0, 

J= 11=1 2 
(3.20) 

where the aJ , f3 ~ are constants. Note that the original Ham
iltonian "decouples" into Q Hamiltonians 

JY(J) = * [p2 + !!!...(~ )2 _ 2f3i ~]. 
1 i~1 z'J 2 J J J 

The separable coordinates {y}} are just those that separate 
the time-independent Hamilton-Jacobi equations JY\J) 
= E, J = 1, ... ,Q. 

Equation (3.18a) is equivalent to O;J-2) = 0 and has 
the general solution 

h;(t) = (bft2+b~t+b~)-I, 
(3.21 ) 
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We can simplify the ensuing argument by identifying coordi
nate systems that are equivalent under the action of the Gali
lean (and dilatation) symmetries of (3.19), see Ref. 2, Chap. 
2. Thus, in addition to the Euclidean symmetries already 
employed, we identify systems related by dilatations t _a2t, 
x-ax, time translations t-t + fJ and velocity transforma
tions x - x + ct. Then, in case a J =1= ° for fixed J we can per
form a translation of the {z:, } coordinates to achieve fJ ~ = 0, 
c~ = 0, i = 1, ... ,NJ . Thus the decoupled Hamiltonian is 

K(J) _ ""' p2 + ~(Zi )2 N
J 

[ a ] 
I - i~1 ZJ 2 J , 

(3.22) 

the "harmonic oscillator" for a J > ° and the "repulsive os
cillator" for a J < 0. Here 

and the possible orthogonal separable coordinates y~ are just 
those that separate KjJl = E. 

In case a J = ° for fixed J we can perform a rotation of 
coordinates {z:,}to achievefJ ~ = ° for i = 2, ... ,NJ • The cor
responding decoupled Hamiltonian is 

NJ 

K(J) - ""' [p2 _ 2fJ I Zl ] 
I - i~1 z'J J J , 

the "free fall" Hamiltonian. Here 

hJ-'(t)z:,(y~) =x~ +Olic}(t), 

where 

h J (t) = ( b ~ /2) t + 1) - 1, 

(3.23 ) 

I {fJ} (t 2/2) , b ~ = 0, 

cJ(t) = [2fJ}/(b~)2](b~/2)t+ 1)-', b~=I=O. 
(3.24) 

We have used the property that (by a suitable time transla
tion if necessary) we can assume to = 0, h J ( 0) = 1. The pos
sible orthogonal separable coordinates y~ are those that sep
arate KjJ) = E. 

Although we will not state our results as a theorem, we 
have reduced the problem of finding all R-separable coordi
nate systems for the time-dependent Euclidean equation 
(3.19) (with zero potential) to the problem of finding all 
separable coordinate systems for the time-independent 
Hamiltonians (3.22) and (3.23). The answer to this last set 
of problems is known. 15 

In the general case where the vector and scalar poten
tials do not both vanish we have s/i = [!# i so that in the 
coordinates {ya, ya, y'}, s/a = s/' = 0, 

s/a= [!#a= Iy~(ya)Ha-2+Y~(y')' 
a=1 

Then Eq. (3.1) transforms to 

UZ, + Ih;(t)HJ-:/(y~)Z;,i 
J,i 

+ U I( IY~,a (y~)h; (t)H J---:a 2(y~) + Y~(t) )Za 
a J,a 

+ IYJ,a(y~)h;(t)HJ---:a2=0, (3.25) 
J,a 
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where 

v = - 2 I(I Y~,a (y~)h; (t)H J---:a 2(y~) + Y~(t»)aaR 
a J,a 

+ I h ;(t)Ya,J(y~)H a-:/(Y~), (3.26) 
J,a 

and a J' fJ ~ are defined by (3.18). Since, for each fixed J, the 
NJ coordinates z:, are functions of the NJ coordinates y~, 
condition (3.26) is a strong restriction on V. Clearly, given 
any separable system {y~,yn for En there always exist po
tentials V for which (3.26) is satisfied. The hJ(t) must be 
determined from this functional equation. 

IV. COMMENTS AND EXAMPLES 

We can also use the results of the preceding section to 
find all R-separable coordinate systems for the time-depen
dent Hamilton-Jacobi equations on S nand En that corre
spond to case 1 of Theorem 1, i.e., such that the new time 
coordinate/, (1.13), is ignorable:! = /' . (Here we will treat 
only the zero potential equations. The nonzero potential 
treatment is similar.) Since the time-independent Hamil
ton-Jacobi equations on S n and En separate only in orthog
onal coordinates, 12 we can assume nl = n, nz = 0, n3 = 2 so 
that the transformed equation ( 1.13) takes the form 

For S n , 5 l! = Q = 1 so yl! = t. Furthermore, the argu
ment leading up to Theorem 5 shows that the separable {ya } 
coordinates are expressible entirely in terms of the {Xi}, i.e., 
a,ya = 0. Combining this fact with Theorem 5 we have the 
following. 

Theorem 6: Every R-separable coordinate system for 
the (zero potential) time-dependent Hamilton-Jacobi equa
tion on S n is purely separable and of the form {t,ya} where 
{ya} is an orthogonal separable system for the time-indepen
dent Hamilton-Jacobi equation on S n. 

For En and case 1 the results are a bit more complicated. 
It is easy to see that case 1 for En corresponds to Q = 1 in 
(3.9) where now we must allow for the possibility that 
h 2(t) =.h i (t) = 1. Thus expressions (3.15)-(3.24) are cor
rect with Q = J = 1, NJ = n, Y J (y') =.0. The relation 
between the time coordinates is 

dyl! = h 2(t) 
dt 

and the original equation 
n 

UW, + I W~I=O 
[=1 

maps to 

(4.2) 

(4.3 ) 

UZy6 + i (Z;i + ~(.i) 2 - 2/3zl) = 0. ( 4.4) 
i= I 2 

Using time translation and dilation invariance for simplifica-
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tion, we obtain the following distinct possibilities: 
(a) a>O, /3= 0, 

h 2(t) = (1 + t 2) -I, h -I (t)t(ya) = Xi; 

(b) a < 0, /3 = 0, 
h 2(t) = (1 - t 2) -I, h -I (t)t(ya) = Xi; 

(c) a < 0, /3 = 0, 
h 2(t) = t -1, M t(ya) = Xi; 

(d) a = 0, /3 =1-0, 
h 2(t) = t -2, tzi(ya) = Xi + ({ji1/2t)/3; 

(e) a = 0, /3 =1-0, 
h 2(t) = 1, t(ya) = Xi + {jil (/3 /2)t 2; 

(f) a = /3 = 0, 
h 2(t) = t -2, tt(ya) = Xi; 

(g) a =/3= 0, 
h 2(t) = 1, t(ya) = Xi. 

In each case the ya are orthogonal separable coordinates 
for the Hamilton-Jacobi equation 

± (Z;i + ~(Zi)2 - 2/3zl) = E (4.5) 
i=1 2 

and 

(4.6) 

Basically, all case 1 R-separable systems originate from 
separable systems for the zero-potential equation (4.5), 
a = /3 = 0. For each of the types (a)-(g) one need merely 
determine which of the zero-potential separable systems re
mains separable for an added linear or quadratic equation. 

For example, if n = 2 there are four separable systems in 
the zero-potential types (f) and (g): Cartesian, polar, para
bolic, and elliptic. For types (a)-(c), Cartesian, polar, and 
elliptic coordinates remain separable. Thus there are a total 
of 2(4) + 3(3) + 2(2) = 21 R-separable systems corre
sponding to case 1. See Ref. 11, Chap. 2, for more details. 

A classification of case 2 coordinates for En with gen
eral n has recently been worked out by Reid. 15 Reid shows 
that the Hamiltonian can always be written in the form 
(3.10) where the functions h 7(t) can be selected from 

[

[(t+AJ)2+ B 71-1, 

i(t+A )2_B2i-1 
h 2 (t) = J J' 

J (t+A J )-2, 

(t+AJ)-I. 

He has also worked out the case 1 separable systems for 
general n. 

v. THE TIME-DEPENDENT SCHRODINGER EQUATION 

Our results extend rather easily to the time-dependent 
Schrodinger (or heat) equation 

n 

U¢t + an ¢ + U LA I(X,t)¢x' +..1. 2V(X,t)¢ = 0, 
1=1 

(5.1 ) 

where an is the Laplace-Beltrami operator on the Rieman
nian manifold V n , 

1 n an = - L ax,(Ji imaxm ), g-I = det(im). 
Ji l.m=1 
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In analogy with Sec. I, one writes 

~(X,t,T) = ~T¢(X,t), 

where ~ satisfies the Laplace equation 

an + 2 ~ = 0, 
1 n + 2 .. 

an + 1 =-- L a;($ KlJazJ )' 

$ i.j= 1 

K- 1 =det(Kij) = _g-l, 

(5.2) 

and (K ij), t are defined by (1.2). Equations (1.3 )-( 1.11) 
continue to hold, but, from the theory of R-separation for 
Laplace equations,4.16 the R-separable solutions for (5.1) 
take the form 

n+1 

¢(x,t) =exp[ -A.R(y) +S(y)] II ¢(i)(yi), (5.3) 
i=1 

where Rand S do not depend on the separation parameters. 
Theorem 1 holds with only minor modifications. The analy
sis of Secs. I-III for the Hamilton-Jacobi equation applies 
without change for the second-derivative terms in Eq. (5.2). 
The only complication is that the Laplace-Beltrami opera
tor also contains first-derivative terms and, if the coefficients 
of these terms do not have the proper form, they could invali
date the variable separation. We can use our freedom in 
choosing S to partially offset this difficulty. 

To be more specific we consider the case n2 = n3 = 1 
and adopt the notation ofEq. (3.3). Then (5.2) in the sep
arable coordinates {y',ya"u} takes the form 

2~ ,+ a ,(in h)~" + l.. ~ a a(hH a-2a a)~ I'Y y ~ h ~ y y 

+ (~YI(/)HI-2)~1'1' =0, h = I}Ha, (5.4) 

where the conditions for R-separation of the second-deriva
tive terms are as in (2.2). Now set ~ = ~(ya'Y')<I> in (5.4) to 
obtain 

2<1> I'Y + ay' (2S + In h)<I> I' + ~ ~ aya (hH a- 2 aya)<I> 

+ 2 ~H a- 2Sa<l>a + (~YIHI-2)<I>1'1' 

+ L H a- 2(Saa + S~ + Sa aya In(hH a- 2»<1> = 0. 
a 

(Here Sa = ayas, <1>1' = al' <I> but Y I, H a- 2 are merely sub
scripted.) The coefficients of <I> a' <1>1" and <1>, respectively, 
will be compatible with R-separation in the coordinates 
{ya,y',J.t} if and only if there exist functions gi (/), k i (yi), 
each depending on the variable / alone, such that 

ayay.[2S+ln(hHa-
2)] =0, l<;a<b<;n, (5.5a) 

ay,[2S+lnh] = I gc(yC)H c-
2+g,(y'), (5.5b) 

c= 1 

I H a-
2(Saa -2S~) = I kc(yC)Hc- 2 + k,(y'). 

a=l c=1 

(5.5c) 

[Note that (5.5b) and (5.5c) imply that the left-hand sides 
of these expressions must be Stackel multipliers.] The case 
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where the new time variable is ignorable (nz = 0, n3 = 2) 
leads to conditions (5.5a) and (5.5c) with kr =0. However, 
(5.5b) is omitted in this case. 

For vn = sn we know from Theorem 3 that 
a a b In(hH a- 2) = 0, a =l=b and a ,h = 0 so S = 0 satisfies yy y 
the above equations. For vn = En, Theorem 4 implies that 

so again S = 0 satisfies Eqs. (5.5). Thus we have the follow
ing. 

Theorem 7: For any potential (Ai (x,f), V(x,f») on the 
spaces S n or En the time-dependent Hamilton-Jacobi 
equation additively R-separates in a given coordinate system 
if and only if the corresponding time-dependent Schrodinger 
equation multiplicatively R-separates in the same coordi
nates. 

In general, R -separation of the Schrodinger equation 
implies R-separation of the Hamilton-Jacobi equation. 
However, it is not difficult to find examples where Eq. (5.5) 
cannot be satisfied, so the converse is false. 

See Ref. 17 and references contained therein for applica
tions of R-separation to time-dependent Schrodinger equa
tions. 

VI. INTRINSIC CHARACTERIZATION OF THE 
EQUATIONS 

As was pointed out in Sec. I, the time-dependent Hamil
ton-Jacobi equation ( 1.1 ) can be considered as a special case 
of the conformal Hamilton-Jacobi equation ( 1.2). This sug
gests the interest in characterizing those pseudo-Rieman
nian spaces vn + 2 for which the infinitesimal distance can be 
written in the form 

ds
2 = Q ( 2 dt dr + a,~ 1 gab dx

a 
dx

b 
). 

where 

atgab = argab = O. 

(6.1 ) 

Here Q is a nonzero function on vn + 2. We will employ the 
root structure of conformal Killing tensors to provide this 
characterization. 

Let V m be a pseudo-Riemannian manifold with metric 
ds2 = ~G ij dzi dz j in local coordinates {Zl}, and let V m be its 
associated 2m-dimensional symplectic manifold (with local 
canonical coordinates {i,p). The Hamiltonian on vm is 
JY' = ~G ijpiPj' A (conformal) Killing tensor 9 (z,p) on 
V m is a function on V m , a polynomial in the p's with z
dependent coefficients, such that {JY', 9} = &t JY', where 
gp is a function on V m which is also a polynomial in the p's 
and { . , . } is the Poisson bracket. If &t = 0 then 9 is a Killing 
tensor. If 9 is linear in the p's it is a conformal Killing 
vector, a Killing vector if &t = O. 

Let d = ~A ij(Z)PiPj' A ij = A P, be a second-order 
Killing tensor on V m

. A rootp(z) of d is an analytic solu
tion of the characteristic equation 

det(A ij - pGii) = 0 (6.2) 

and an eigenform Q) = ~qkdzk corresponding to p is a non-
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zero one-form such that 
m 

L (A ii _pGii)qj = 0, i = 1, ... ,m. 
j= 1 

(6.3 ) 

We denote by W P the vector space (over the reals) genera
ted by the eigenforms corresponding to p. Roots and eigen
forms are defined independent of local coordinates. 

Theorem 8: Necessary and sufficient conditions that the 
infinitesimal distance ds2 = ~Gii dzi dz j on the pseudo-Rie
mannian space vn + 2 can be expressed in the form 

ds
2 

= Q (2 dt dr + a,~ 1 gab (x)dx
a 

dx
b

) (6.4) 

are the following. 
( 1) There is a second-order conformal Killing tensor 

d = ~ iiP:!Pzi (A ii =AP) on vn+2 with roots 0 (multi
plicity n) and p=l=O (multiplicity 2); dim WO = n, 
dim WP = 2. 

( 2) There are two conformal Killing vectors 

(6.5) 

on V n + 2 such that d = 2 !.I' 1 !.I' 2' Furthermore !.I'1' !.I' 2 
are in involution: {!.I'I' !.I' 2} = o. 

(3) The first covariant derivatives of d vanish: A ii,k 
= 0, 1 <J,j,k<n + 2. Here the covariant derivatives are tak

en with respect to the metric ds2 = p - I ds2. 
Proof' Suppose conditions (1 )-( 3) are satisfied. It fol

lows immediately from conditions ( 1 ) and (3), and the prin
cipal result of Eisenhart's paper on symmetric second-order 
tensor whose covariant derivatives are zero 18 (p. 303), that 
there is a coordinate system {y 1 ,y2,x I, ... ,Xn } on V n + 2 with 
respect to which 

2 

d = L tpC,d(y)pyCPyd' (6.6a) 
c,d= 1 

2 n 

JY' = L tp C,d(y)pycPyd + L ra,b(X)pxaPxb' (6.6b) 
c,d= 1 a,b= 1 

(Although Eisenhart's result is stated only for Riemannian 
spaces, his proof remains valid for pseudo-Riemannian 
spaces.) Condition (2) and (6.6a) imply that 
!.I' a = ~~= 1{;~Pyq a = 1,2. Since obviously {d, p, JY'} 
= {2!.1'1!.1' 2' pJY'} = 0 and the !.I' a are conformal Killing 

vectors for pJY', it follows that {!.I' a' P JY'} = O. Thus 
~bra,ba b{;~ = 0 and by the nondegeneracy of JY' we have 

x 

axb {; ~ = O. It follows that there is a coordinate system 
{t,r,x 1 

, ... ,xn} on vn + 2 ,such thatt = t(yI,y2), T = T(yl,y2) 
and 

n 

-A 2 q:p 2p P + " ra,b(X)Pxa Pxb' .Jd!' = p, Pr' pen = 'r ~ 
a,b= 1 

Settingp = Q we obtain (6.4), where ~I galr lb = £5~. 
Conversely, if the metric on vn + 2 can be expressed in 

the form (6.4), it is straightforward to verify that conditions 
(1 )-(3) are satisfied where !.I'l = PI' !.I' 2 = Pro Q.E.D. 

With this result one can use existing classifications of 
separable coordinate systems for Hamilton-Jacobi equa
tions ~tjpi Pj = 0 to classify separable coordinates for the 
time-dependent equation (1.1), e.g., Ref. 19. 
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Maximum entropy summation of divergent perturbation series 
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In this paper the principle of maximum entropy is used to predict the sum of a divergent 
perturbation series from the first few expansion coefficients. The perturbation expansion for 
the ground-state energy E(g) of the octic oscillator defined by H = p2/2 + x 2/2 + gx8 is a 
series of the form E(g)~! + L( - l)n + I Angn. This series is terribly divergent because for 
large n the perturbation coefficients An grow like (3n)!. This growth is so rapid that the 
solution to the moment problem is not unique and ordinary Pade summation of the divergent 
series fails. A completely different kind of procedure based on the principle of maximum 
entropy for reconstructing the function E(g) from its perturbation coefficients is presented. 
Very good numerical results are obtained. 

I. INTRODUCTION 

There are many processes in nature in which initial in
formation is lost and becomes permanently irretrievable. 
For example, the diffusion of heat, as described by the equa
tion au/at = aV2u, is a smoothing process which only pro
ceeds forward in time: given U(tI'X) we can predict U(t2'X) 

(t2> t l ), but given U(t2'X) we cannot postdict U(tI'X), This 
is because there are an infinite number of possible initial 
conditions U(tI'X) all of which evolve into U(t2'X), Similar
ly, there is no unique answer to the question of what is the 
exact description of an object of which we have a blurred 
photograph. 

In cases such as these there is an interesting approach 
one can take based on the principle of maximum entropy. 
We ask a different kind of question which does have a unique 
answer: what is the most likely initial temperature distribu
tion of all those that could have evolved into u (t2'X)? In 
actual image reconstruction problems the statistical distri
bution is so sharply peaked that there is no question about 
the solution to the unblurring problem. 

In this paper we examine a similar kind of question in 
the context of quantum-mechanical perturbation theory. 
We consider a Stieltjes perturbation series which is so diver
gent that there is no unique solution to the moment problem. 
Thus there are an infinite number of possible Stieltjes func
tions all of which have the same perturbation coefficients. As 
a result, no ordinary summation procedure, such as Pade 
summation, can give a unique result for the sum of the series. 
That is, information about the original function has been 
blurred or lost in the process of expanding it into its asymp
totic expansion. To "sum" the series we use the principle of 
maximum entropy to determine the most likely function 
having the asymptotic series coefficients. 

II. THEORY 

We illustrate this idea by investigating the Rayleigh
Schrodinger series for the ground-state energy of the octic 

a) On leave from Department of Physics, University of Southern Mississip
pi, Hattiesburg, Mississippi 39401. 

b) Current address: Department of Physics, University of Crete, lraklion, 
Crete, Greece. 

oscillator. The octic oscillator is defined by the Hamiltonian 

H = p2/2 + x 2/2 + gx8 
, (1 ) 

where [x,p 1 = i. It is fairly easy to compute the Rayleigh
Schrodinger perturbation expansion of the ground-state en
ergy E(g) for this Hamiltonian. This expansion takes the 
form of a power series in g: 

E(g) ~J... + f (- 1)n + IAngn (g ..... O). (2) 
2 n~ I 

The perturbation coefficients are obtained from a two-index 
recursion formula I 

2jCn,j = CJ + 1 )(2j + 1 )Cn,j+ I + Cn _ I,j- 4 

n-I 
- L Cp,ICn_p,j' 
p~1 

An = Cn,l , 

where Cn,j satisfies the boundary conditions 

Co,o=l, Cn,j=O (n;>l,j<I), 

Cn,j = 0 CJ>2n + 2). 

(3) 

The numerical values of the first few perturbation coeffi
cients are given in Table I. 

The growth of An for large n is very rapid2
: 

A ~--r 3n+- -- (n ..... oo) , 
3 ( 1)[r(V]3n+1I2 

n ~/22n 2 r 2 (v 
or 

An ~an -112/3n(3n)!, (4) 

where a and /3 are constants. 
The function E(g) is a generalized Stieltjes function. 3 

TABLE I. Values of the first six perturbation coefficients An . 

n 

2 
3 
4 
5 
6 

6.5625 
2.109843 75X 103 

3.137 100 585 937 5 X 106 

1.241 410 979 868 896 5 X 1010 
1.031871179414999 2X 1014 

1.560089 6340680998 X 1018 
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TABLE II. The diagonal and off-diagonal Pade sequences for g = to, ~, and 

I. Observe that these sequences are monotone but do not converge to E(g). 
Clearly, Pade summation is not useful for the octic oscillator. The values of 
E o• act (g) are taken from Ref. 5. 

N PZ+ 1 (to) pZ(to) pZ+1(P PZ(l) PZ+1(l) PZ(1) 

I 0.52680 1.01530 0.52772 3.0727 0.52784 5.6445 
2 0.53054 0.96591 0.53177 2.8224 0.53193 5.1429 
3 0.53294 0.93986 0.53439 2.6896 0.53458 4.8768 
4 0.53464 0.92342 0.53627 2.6056 0.53648 4.7082 
5 0.53592 0.911 96 0.53768 2.5467 0.53792 4.5902 
6 0.53692 0.90339 0.538 81 2.5028 0.53906 4.5020 
7 0.53774 0.89672 0.53971 2.4685 0.53999 4.4332 
8 0.53843 0.891 35 0.54049 2.4408 0.540 77 4.3776 
9 0.53901 0.88690 0.54115 2.4179 0.54143 4.3316 

E e .. ct (to) = 0.620 51 E e• act (P = 0.74551 E o• act (I) = 0.820 69 

Therefore. the perturbation coefficients An are all positive 
and can be represented as moments of a non-negative func
tionp(x): 

An = fC p(x)xn- 1 dx (n = 1.2 •... ) . (5) 

However. because the moments grow more rapidly than 
(2n)!. the functionp(x) is not uniquely determined by the 
numbers An (see Ref. 4). Thus the Borel sum E B (g) of the 
series (2). 

E ( ) - 1 i oo 

dx p(x) 
B g --2 +g 1 • 

o +gx 
(6) 

is not uniquely determined. 
The rapid growth of An also interferes with Pade sum

mation of the perturbation series (2). We know that for a 
function of Stieltjes the diagonal Pade sequence P Z and the 
off-diagonal Pade sequence P Z + 1 (g) converge as N - 00 for 
fixedgin thecutgplane. Moreover. forg> O.pZ(g) forms a 
monotone decreasing sequence and P ~ + 1 (g) forms a 
monotone increasing sequence with P Z (g) > P ~ + 1 (g) for 
all M and N. However. when An grows more rapidly than 
(2n)! as n - 00 the Pade sequences are not guaranteed to 
converge to the correct answer E (g). Indeed. Table II shows 
that the correct ground-state energy5 lies well between the 
limits of the diagonal and off-diagonal Pade sequences. Thus 
Pade summation is an ineffective numerical tool for sum
ming the divergent series (2). 

Although the series in (2) really does not determine 
p(x) uniquely. we can still try to find the most likely function 

TABLE IV. EN (g) for various values of g. Observe that the numerical accu
racy is far better than the predictions of Pade theory in Table II. even 
though the Pade predictions use three times as many perturbation coeffi
cients. 

g E 2 (g) E 4 (g) E 6 (g) Ee• act (g) 

0.0001 0.500 636 0.500 638 0.500 638 0.500 64 
0.001 0.505 194 0.505357 0.505391 0.50543 
om 0.524490 0.527740 0.528811 0.53210 
0.1 0.561 572 0.576203 0.581994 0.62051 
0.5 0.592 609 0.618986 0.630054 0.74551 
1.0 0.606451 0.638322 0.651910 0.82069 

p(x) of all those non-negative functions that solve the mo
ment problem (5). To do so we invoke the principle of maxi
mum entropy6 (maxent). That is. we seek the distribution 
PN (x) that maximizes the Nth entropy functionaC 

SN = - i oo 

dX[PN(x)lnpN(x) -PN(X)] 

+ n~lAn[An -ioo 

dXXn-1pN(X)]. (7) 

where the An are Lagrange multipliers that enforce the mo
ment condition in (5) for n = 1.2 •...• N. 

Varying (7) with respect to An and PN (x) gives the 
system of equations 

An = i oo 

dXXn-1pN(X) (n = 1.2 •...• N). 
(8) 

PN(X) = exp( - n~l AnX
n

-
1
). 

A multidimensional Newton's method algorithm for solving 
( 8) is described in Ref. 7. Once P N (x) is known it is inserted 
into the integral in (6) to give the maxent value of EN (g) 
obtained from N moments. We have solved (8) for the case 
N = 2. 4. and 6. The values of An are given in Table III and 
the maxent predictions for EN (g) are given in Table IV. 
Observe that the numerical results are quite good consider
ing the small number of moments used. Thus the principle of 
maximum entropy. which has been used in such diverse 
areas as economics. photographic image reconstruction. and 
time series analysis. also appears to be very effective at ex
tracting maximal information about the sum of a very diver
gent series from a small number of perturbation coefficients. 

Our results for the energy suggest that the maximum 
entropy sequence approximating the integral in (6) is con-

TABLE III. The values of the Lagrange multipliers for the N = 2,4, and 6 maxent problems in (8). The input used to determine these values comes from the 
perturbation coefficients given in Table I. 

1017 

n 

I 
2 
3 
4 
5 
6 

AM for N = 2 

- 1.134757 74 
3.110 41991 X 10- 3 

J. Math. Phys., Vol. 28, No.5, May 1987 

AM for N=4 

- 1.478 83847 
4.986297 77X 10-3 

-1.11126977XIO- 6 

8.095878 lOX 10- 11 

AM for N = 6 

- 1.605 982 10 
- 5.975 387 oox 10- 3 

- 2.081860 33X 10-6 

3.1898064IxlO- 1O 

- 1.83303926 X 10- 1
• 

3.466001 94X 10- 19 

Bender, Mead, and Papanicolaou 1017 



                                                                                                                                    

vergent. On the other hand, little is known about the behav
ior of the sequence P N (x) as N -> 00 , even for less divergent 
series for which the Carleman condition is satisfied. 7 A rig
orous analysis of these questions should shed light on the 
true potential of the method. 

lA derivation of this recursion formula is given in C. M. Bender and T. T. 
Wu, Phys. Rev. D 7, 1620 (1973). 

2c. M. Bender and T. T. Wu, Phys. Rev. Lett. 27, 461 (1971). 
3 E(g) is a generalized Stieltjes function because the once-subtracted func
tion F(g) == [E(g) - !JIg is a function of Stieltjes. To show the F(g) is 
Stieltjes we recall that (i) F(g) is analytic in the cut g plane [see J. J. Loef
fel and A. Martin, CERN Report No. CERN-TH-1167, 1971 (unpub-

1018 J. Math. Phys., Vol. 28, No.5, May 1987 

lished)]; (ii) E(g)~cgl/5 (Igl~ 00) in the cutgplane (this is known as 
Symmanzik scaling); and (iii) the series in (2) is asymptotic to E(g) as 
g~O in the cut g plane [see J. J. Loeffel, A. Martin, B. Simon, and A. S. 
Wightman, Phys. Lett. B 30, 656 ( 1969) ]. 

4The Carleman condition, LIAn 1-· 1/(2.} = 00, if satisfied, implies that the 
moment problem has a unique solution. For the quartic oscillator An ~ n! 
and for the sextic oscillator An ~ (2n)! so in both of these cases the moment 
problem does have a unique solution. 

5Numerical values for E(g) are given in F. T. Hioe, D. MacMillen, and E. 
W. Montroll, J. Math. Phys. 17, 1320 (1976). 

"For a good review of the maximum entropy principle see E. T. Jaynes, 
Proc.IEEE 70,939 (1982) and The Maximum Entropy Formalism, edited 
by R. D. Levine and M. Tribus (MIT, Cambridge, MA, 1979). 

7For a full discussion of the maximum entropy principle applied to the solu
tion of moment problems for which the Carleman condition is satisfied see 
L. R. Mead and N. Papanicolaou, J. Math. Phys. 25, 2404 (1984). 
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Symmetries of static, spherically symmetric space-times 
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In this paper it is shown that reduction from maximal to minimal static, spherical symmetry of 
a space-time occurs in only one step reducing the number of independent Killing vector fields 
from 10 to 4. Maximal symmetry corresponds only to the de Sitter, anti-de Sitter, and 
Minkowski metrics, without reference to the Einstein field equations. 

I. INTRODUCTION 

By Noether's theorem 1 the symmetries of a Lagrangian 
imply the existence of conserved quantities. These symme
tries have been used2 to obtain the constants of motion for 
the trajectories of freely falling particles in the field of a 
gravitating source, e.g., in the Schwarzschild, Reissner
Nordstrom, and Kerr-Newmann geometries. In general rel
ativity, symmetries are expressed in terms of Killing vector 
fields (or Killing tensor fields, as in the case of the Kerr
Newmann geometry3). The number of independent Killing 
vector fields (KV's) is related to the number of generators of 
the corresponding symmetry group. Rather than trying to 
work out the symmetries of some particular space-time by 
group theoretic methods, we work out all possible KV's for a 
static, spherically symmetric space-time by the process of 
elimination. 

A Killing vector field is a vector field k relative to which 
the Lie derivative of the metric tensor g is zero, i.e., 

(1) 

In a torsion-free space, in a coordinate basis, the Killing 
equation reduces t04 

gab,ck c + gac k ~b + gbck ~a = 0 (a,h,c = 0, ... ,3). (2) 

The number ofKV's for the de Sitter, anti-de Sitter, and 
Minkowski geometries are known to be maximal (10) and 
for the Schwarzchild geometry to be minimal (4). A point 
that needs to be determined is whether the gaps in the num
ber ofKV's from the maximal to the minimal symmetry for a 
static, spherically symmetric space-time can be filled or not. 
In this paper we examine this point. We start by considering 
the most general static, spherically symmetric line element, 

ds2 = ev(r) dt 2 - eA(r) dr - r de 2 - r sin2 edqi. (3) 

The Killing equations are solved for all possible cases. It is 
found that there can be either ten or four KV's for the metric 
given by Eq. (3), in generaL 

The authors have not found any work in recent litera
ture exactly along the lines followed here. However, there 
are two major lines followed that are fairly close to the ap
proach taken in this paper. One follows the standard work of 
Petrov,5 where he considers Einstein spaces, and the other is 
the work on exact solutions of Einstein's field equations, giv
en by Kramer, Stephani, MacCallum, and Herlt,6 for exam
ple. 

a) Also the Centre of Basic Science, UGC, Islamabad, Pakistan. 

Since we are not dealing with Einstein spaces only, the 
work on Einstein spaces does not apply to our consider
ations. We have replaced the requirement by the conditions 
of spherical symmetry and staticity. Thus ours is, in many 
ways, a more restrictive assumption. Nevertheless, there are 
many examples of spherically symmetric, static metrics that 
do not belong to Einstein spaces. 

Of course, all cases considered by us are exact solutions 
of some Einstein field equations. However, the procedure 
generally adopted is to deal with given Einstein equations 
and determine the symmetry of their exact solutions. We 
have reversed the order to deal with a given symmetry and 
determine, where possible, the stress-energy tensor for such 
a symmetry. This procedure may seem to provide a pointless 
approach at first sight. However, our point of view was to 
look only at the symmetries obtaining in a space-time, pro
vided that it is static and spherically symmetric. 

It is instructive to put the work in group theoretic terms. 
What we show in our paper is that the maximal symmetry 
group of a spherically symmetric static four-dimensional 
space-time is one of the three: (a) SO (1,4), (b) SO (2,3), or 
(c) S0(1,3) ®JR4. Here the JR4 give the four space-time 
translations. Thus the groups are either the de Sitter, anti-de 
Sitter, or Poincare groups. The minimal allowed symmetry 
group is SO (3) ® JR, where the JR gives time translation and 
SO(3) the spatial rotations only. The remarkable result is 
that there does not exist any group properly containing the 
minimal group and properly contained in one of the minimal 
groups. 

In the next section we explain the procedure adopted for 
finding KV's. This procedure is applied, in full, to one case in 
Sec. III while mentioning the results for all other cases with
out giving details. Finally, we state our main result in the 
form of a theorem in the concluding section. 

II. PROCEDURE ADOPTED 

To find the KV's for the metric given by Eq. (3) we 
write the complete set of first-order coupled partial differen
tial equations obtained by inserting Eq. (3) into Eq. (2). 
Now, by differentiating these equations, we can obtain iden
tities between pairs of equations, leading to first- or second
order partial differential equations that are decoupled. We 
then solve these differential equations by using the separa
tion of variables. The separation and integration constants 
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are then allowed to take all possible values, i.e., positive, 
zero, or negative. In some cases the positivity of ever) and 
e«r) imposes a constraint on the choice of the integration 
constant. 

Having obtained some partial solution, the expressions 
are inserted back into the original set of ten Killing equa
tions. Consistency places further constraints on the integra
tion and separation constants. This procedure is used itera
tively till the general solution to the coupled differential 
equations is obtained. In general the solution will depend on 
the choice of vCr) and A(r). However, for the solution of 
some of the equations to exist, these functions will have to 
satisfy some differential equations. In these cases the differ
ential equations are solved to yield the metric coefficients for 
zero-zero and one-one components. It should be stressed 
that the Einstein field equations have not been appealed to. 

III. APPLICATION OF THE PROCEDURE 

The Killing equations for the metric given by Eq. (3) 
are 

v'(r)k 1 + 2k~0 = 0, (4) 

ev(r)k O -e«r)k l =0 
.1 ,0' (5) 

ev(r)k O _ rk2 = 0 
,2 ,0' (6) 

ev(r) k 0 _ r sin2 ek 3 = 0 
,3 ,0' (7) 

A' (r)k' + 2k.\ = 0, (8) 

e«r)k 1 + rk2 = 0 ,2 ,I , (9) 

e«r)k 1 + r sin2 ek 3 = 0 
,3 ,I' (10) 

k 1 + rk~2 = 0, (11 ) 

k ~3 + sin2 e k ~2 = 0, (12) 

k 1 + r cot ek 2 + rk ~3 = 0, (13) 

where a prime denotes differentiation with respect to r. 
Equation (8) is a differential equation involving k and its 
derivative with respect to r. Thus it can be integrated with 
respect to r to yield 

k 1 = B(t,e,¢)e - -«r)12, (14) 

where B(t,e,¢) is the "constant" of integration. Now there 
are two cases: (I) B # 0, and (II) B = O. We first consider 
case (I). 

Differentiating Eqs. (9) and ( 11 ) with respect to e and r 
and comparing gives (as B #0) 

B(t,e,¢){}{}IB(t,e,¢) = - (1 + rA '(r)/2)e--«r) = - a, 
(15) 

whereB{}{} = a 2B lae 2. Sincetheleft-handsideofEq. (15) is 
not a function of r whereas the right-hand side is, a is a 
separation constant. Now there are three possibilities: (1) 

1020 J. Math. Phys., Vol. 28, No.5, May 1987 

a> 0, (2) a < 0, or (3) a = O. First consider case (1). Here 
Eq. (15) can be easily solved to give 

B(t,e,¢) =B1(t,¢) cos..Jae +B2(t,¢) sin..Jae, (16) 

e-A(r) = (a +/3"), (17) 

where B 1 (t,e), B2 (t,e), and (J are "constants" of integra
tion. Again there are three possible cases: (a) (J < 0, (b) 
(J> 0, or (c) (J = O. Consider case (a) first. 

Differentiating Eqs. (4) and (5) with respect to rand t, 
respectively, and comparing, using Eqs. (14), (16), and 
(17), gives 

Bl (t'¢)tt cos..Jae + B2(t,¢) tt sin..Jae 

B 1 (t,¢) cos ..Ja e + B2 (t,¢) sin ..Ja e 

= !{v" (a + (Jr) + (Jv'r} = r, (18) 

where r is the separation constant. Once again there are 
three possibilities: (i) r>O, (ii) r<O, or (iii) r = O. We 
first consider case (i). Equations (18) can be solved for both 
sides to yield 

Bl (t,¢) = Bl1 (¢) coshJ"Yt + B 12 (£/!) sinhJ"Yt, 

B2(t,¢) =B21 (¢) cosh J"Yt + B 22 (¢) sinhJ"Yt, 

ever) = - (rla(J)(a +(Jr) = - (rla{J)e--«r). 

(19) 

(20) 

Notice from Eq. (20) that for ev(r) to be positive rand (J 
should have opposite signs and a be nonzero. Using the val
ueof k 1 in Eq. (11) with Eqs. (19) and (20) and integrating 
with respect to e gives 

+ B 12 (£/!)sinhJ"Yt hin..Jae 

- {B2 1(¢)coshJY( + B22 (¢)sinhJ"Yt }cos..Jae] 

+A1(t,r,£/!). (21) 

Differentiating this equation with respect to r and compar
ing with Eq. (9) it is easily seen that A is a function of t and ¢ 
only. Integrating e in Eq. (6) using Eq. (21), yields 

Differentiating this equation with respect to r and compar
ing with Eq. (5) it is found that A 1 and A2 are functions of ¢ 
only and of t and £/!, respectively. Equation ( 10) can be inte
grated with respect to r. Using k 1 and Eqs. (19) and (20), 
one obtains 
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k 3 = [(a + {3r) 1/2/ar sin 2 0 ] [ {B ll (t,6).p coshfYt 

+ B 12 (t,6).p sinhfYt }cos#O 

+ {B21 (t,6).p cosh.JYt + B22 (t,6).p sinh.JYt }sin[£lo ] 

+A3 (t,O,t,6). (23) 

Using Eqs. (22) and (23) in Eq. (7) it is easily checked that 
A2 andA 3 are functions oft only and of 0 and t,6, respectively. 
To check consistency use Eqs. (21) and (23) in Eq. (12), 
which implies that it is satisfied only if 

- 2[ (a + {3r)/ar] 1/2 [(Bll (t,6).p cosh fYt 

+ B 12 (t,6).p sinhfYt)( # sin 0 sin #0 

+ cos 0 cos#O) - (B21 (t,6).p coshfYt 

+B22 (t,6).p sinhfYt) 

X (# sin 0 cos #0 - cos 0 sin#O) ] 

+ [A 3 (O,t,6)e sin20 +A I (t,6).p]sinO=O. 

This equation is satisfied if the coefficients of r and sin 0 are 
separately zero. Thus 

(Bll (t,6).p coshfYt + B l2 (t,6).p sinhfYt)( # sin 0 sin#O + cos 0 cos#O) 

- (B21 (t,6).p coshfYt + B22 (t,6).p sinhfYt)( # sin 0 cos#O - cos 0 sin#O) = 0, (24) 

(25) 

There are two possibilities for Eq. (24) to be satisfied: 
( *)a = 1, (t> a # 1. In the first case we have the de Sitter 
metricwith{3 = - 1/R 2. FromEq. (24) we see thatBll and 
Bl2 are constants, say C I and C2 , respectively. Differentiat
ing and using Eq. (23) in Eq. (13), remembering Eq. (25), 
we obtain 

B21 = C3 cos t,6 + C4 sin t,6, 

B22 = Cs cos t,6 + C6 sin t,6, 

A I = C7 cos t,6 + C8 sin t,6, 

A4 = C9• 

(26) 

Now from Eq. (5) it can be easily checked that A2 is an 
integration constant, say C lO• Thus we obtain ten KV's for 
the de Sitter metric: 

kO = [r/R 2/(r( 1 -r/R 2»)1/2] [(CI sinhy'Yt + C2coshfYt) 

X cos 0 + {( C3 cos t,6 + C4 sin t,6 )sinhfYt 

+ (Cs cos t,6 + C6 sin t,6 )cosh{rt }sin 0] + C7 , 

k 1= (1 - r/R 2) I12[ (CI cosh fYt + C2 sinh fYt)cos 0 

+ {( C3 cos t,6 + C4 sin t,6 )coshfYt 

+ (Cs cos t,6 + C6 sin t,6)sinhFt}sin 0], (27) 

k 2 = - [(1 - r/R 2) I12/r] [(CI cosh fYt + C2 sinh fYt) 

X sin 0 - {( C3 cos t,6C4 sin t,6 )coshfYt + (Cs cos t,6 

+ C6 sin t,6 )sinh.JYt }cos 0] + (Cs cos t,6 + C9 sin t,6), 

k 3 = [(1 - r /R 2) 1/2 /r sin 0 ][ ( - C3 sin t,6 + C4 cos t,6) 

xcoshfYt + ( - Cs sin t,6 + C6 cos t,6)sinhfYt ] 

+ cot O( - C8 sin t,6 + C9 cos t,6) + C lO• 

Anti-de Sitter metric: Another possibility is the case 
(Lb. ii.*). Following the same procedure as in the first case 
(replacing r by - rand {3 by 1/ R 2), we can obtain the 
independent Killing vector fields for the anti-de Sitter met
ric. These Killing vector fields are again 10, with 

sinhfYt(coshfYt) replaced by sinfYt (cosfYt) in Eqs. 
(27). 
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The Minkowski metric: Now consider the case 
( 1. C.iii. * ). Equation (18) yields 

ev(r)=ea + br. (28) 

Now there are two possibilities: ($)b = 0, (#)b = 0; The 
first case gives the Minkowski metric (modulo a constant 
zero-zero metric coefficient which could be taken to be uni
ty). Again we have ten KV's: 

kO = r[CI cos 0 + C2 cos(t,6 + C3 )sin 0] + C4 , (29a) 

k I = t [CI cos 0 - C2 cos(t,6 + C3 )sin 0 ] + Cs cos 0 

+ C6 cos (t,6 + C7 )sin 0, (29b) 

k 2 = - (t /r) [CI sinh 0 - C2 cos(t,6 + C3 )cos 0] 

- (1/r) [Cs sin 0 - C6 cos(t,6 + C7 )cos 0] 

+ C8 cos(t,6 + C9 ), (29c) 

k 3 = - (1/r sin 0) [tC2 sin(t,6 + C3 ) 

+ C6 sin(t,6 + C7 ) - C8 sin(t,6 + C9 )cot 0] + C lO• 

(29d) 

We now consider the case (t) in which it is easy to see 
the reduction ofKV's from 10 to 4 only. Incase (t> Eq. (24) 
is satisfied if B ll , B l2, B21 , andB22 are all constants. To check 
consistancy we use Eqs. (14), (16), (17), and (21) in Eq. 
( 13). It turns out that all the above constants are identically 
zero. In this case A I andA4 are given by Eq. (26). The KV's 
are 

kO=CI 
kl =0, 

k 2 = C2 cos t,6 + C3 sin t,6, 

k 3 = cot O( - C2 sin t,6 + C3 cos t,6) + C4 • 

(30) 

Notice that these are the usual KV's for the Schwarzschild 
metric. Here, however, the metric tensor has one-one and 
zero-zero components given by Eqs. (17) and (20). 

We now write eV
( r) for those remaining subcases of case I 

that are permissible within the requirement of positivity of 
ev(r) and et(r): 
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Cases 

( l.a.iii) 

( l.b.iii) 
( l.c.i) 
( l.c.ii) 
(l.c.iii #) 
(2.b.ii) 

(2.b.iii) 
( 3.b.ii) 
(3.b.iii) 

a + (b lfi3)sinh-I~/3 lar, 

a + (b lfi3)sinh-I~/3 lar, 
- 2ylav", 
2ylav", 
a +br, 
- (yla/3)(a +/3r), 

a + (b lfi3)sinh -1~/3 la r, 
- 2yl/3r(v'r)', 

ar. 

There are only four KV's in each of the above cases. These 
vector fields are given by Eqs. (30). 

Now consider case (II). In this case Eq. (14) gives 

k'=O. 

Using this value of k in Eqs. (4) and (5) it is easily seen that 
k ° is a function of e and cP only. Also Eqs. (9) and ( 11 ) imply 
that k 2 can depend only on t and cp. Differentiating Eq. (7) 
with respect to t we obtain 

k 3 =AI(e,cp) +A2(e,cp)t. (31) 

Differentiating Eq. (6) with respect to e and solving gives 

kO =A 3 (cp) +A6 (cp)8. (32) 

Also Eq. (6) can be differentiated first with respect to t and 
then integrated with respect to t to yield 

k 2=A5(cp) +A 6 (cp)t. (33) 

Solving Eq. (12) with Eqs. (31) and (33) we obtain 

Al = cot eA5(cp)", +A7 (cp), 

A2 = cot eA 6 (cp)", +A 8 (cp). 
(34) 

For consistency using values of k ° and k Z in Eq. (6) it turns 
out that 

(35) 

Equation (35) can be separated in rand cp with the separa
tion constant y and solved to yield 

ev(r) = yr, A 6 (cp) = yA4 (cp). (36) 

Notice that the separation constant can be greater than zero 
here [as y';;O in Eq. (36) is not permissible]. Using the 
above results in Eq. (13) we get 

A4 = C3 cos cp + C4 sin cp, 

A5 = C I cos cp + Cz sin cp, (37) 

A7 = C5 , As = C6 • 

To check consistency from Eq. (16) it is easy to see that C3 , 

C4 , and C6 are zero and A3 is a constant. Using the values 
from Eqs. (34) and (37) in Eqs. (31)-(33) we obtain the 
same four KV's given by Eq. (30). 

Notice that in this case since A4 = 0, Eq. (35) implies 
that A is zero. Thus ev(r) or eA(r) in this case have no con
straints. This leads to the fact that while maintaining spheri
cal symmetry and staticity for arbitrary vCr) and A, (r), the 
form of KV's is given by Eqs. (30). 
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IV. SUMMARY AND CONCLUSION 

It is found that in the most general static, spherically 
symmetric space-time there can either be ten or four KV's 
without reference to the Einstein field equations. The first 
case includes the de Sitter (positive cosmological constant), 
anti-de Sitter (negative cosmological constant), and Min
kowski metrics with the requirement that a = 1 in these 
cases. In the case a # 1, Eq. (24) is satisfied if B 11 to B22 are 
zero. The requirement reduces the number of KV's from 10 
to 4, not allowing any number in between. 

The separation constants in the above cases have been 
allowed to take all possible values. It turns out that in each 
case different metrics are obtained. All these metrics admit 
of only four KV's, given by Eqs. (30). 

In the case II (B = 0) there are four KV's given by Eqs. 
(30). However, the metric has no constraints on the func
tional form of ev(r) and eA(r). Hence the other cases having 
four KV's can be incorporated into the case II. The con
straints would now have to be obtained from the Einstein 
field equations. Thus we have the following. 

Theorem: (i) Static, spherically symmetric space-times 
admit either ten or four KV's. 

(ii) In the case offour KV's there is no restriction on the 
metric but in the case of ten KV's the metric is either de 
Sitter, anti-de Sitter, or Minkowski. 

Notice that the maximal symmetry corresponds to the 
Lie algebra of the group 0 ( 1,4) or the Poincare group. The 
minimal symmetry corresponds to one translation (along 
the time axis) and three "rotational" parameters, i.e., O( 3) 
® lR ( 1 ). It would be interesting to look at the reduction of 
symmetries in more general cases, e.g., without assuming 
that the metric is static, or taking static and axially symmet
ric metrics, etc. In these cases the present procedure would 
be too complicated and group theoretic methods would have 
to be used. 
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Expressions are found for homogeneous and inhomogeneous propagators for vector fields of 
arbitrary mass in anti-de Sitter space-time using a generalization of Stueckelberg's Lagrangian 
for a massive vector field. The massless case (quantum electrodynamics) is also considered by 
taking the appropriate zero-mass limit. 

I. INTRODUCTION 

Recently there has been great interest in field theory in 
anti-de Sitter (ADS) space-time because this space occurs as 
a natural space-time background in extended supergravity 
and Kaluza-Klein theories. I Another place of interest is in 
models for hadrons in which confinement has been built in 
by means of an ADS bag in which quarks and gluons move 
along geodesics.2 In order to take quantum effects into ac
count, like gluon exchange, one needs the use of propagators. 

Early work on propagators has been done by Fronsdal3 

for homogeneous ADS scalar propagators and Fronsdal and 
Haugen4 for spinor fields. The massless case for arbitrary 
spin has been studied by Fronsdal5 and Fang and Fronsda1. 6 

Anti-de Sitter quantum electrodynamics (QED) was re
cently developed by Binegar et al. 7 for a particular gauge 
fixing choice c = j, and by Gazeau8 for the general case in 
the framework of the representation theory of the ADS 
SO(3,2) symmetry group. Vector propagators in maximally 
symmetric spaces have recently been studied by Allen and 
Jacobson.9 

In previous papers, expressions for SO(3,2) symmetric 
massive scalar and spinor propagators, homogeneous as well 
as inhomogeneous, were found using configuration space 
methods. 10,11 The same method will be applied in this article. 

Anti-de Sitter space-time is not simply connected; there
fore we need the introduction of a covering space,3,10 Fur
thermore, implicit boundary conditions at infinity have to be 
imposed in order to get a well-posed Cauchy problem and to 
make the propagators unique,IO,I2 This can be done by re
quiring the propagators to approach zero "sufficiently" fast 
when a certain invariant quantity approaches minus infin
ity.1O 

In Sec. II we give a review of the Stueckelberg method 
for obtaining massive vector propagators in Minkowski 
space. In the massless limit one obtains QED with Gupta
Bleuler quantization. In Sec. III we obtain the appropriate 
vector field equations with arbitrary mass in ADS space
time. In Sec. IV we construct homogeneous and inhomogen
eous vector propagators and in Sec. V we discuss the nor
malization of the propagators using the quantum conditions. 
In Sec. VI we discuss the massless case (QED with Gupta
Bleuler quantization) and compare our results with those 
obtained by Gazeau. 8 

II. MASSIVE VECTOR FIELDS IN MINKOWSKI SPACE 

Consider Stueckelberg's Lagrangian for a massive vec-
tor field in Minkowski space with metric 
'TII-'v = diag(l, - 1, - 1, - 1) 13: 

2"= -IF Fl-'v+II/2A AI-'-lc(J A 1-')2 (2.1) 
4 I-'V 2 r- I-' 2 I-' ' 

with field equations (for c¥O) 

(0 + f-t2)A I-' - (1 - c)JI-'JvA v = 0 (2.2) 

and 

(2.3 ) 

The Feynman propagator in k space is given by 

G (k 2) _ . 'TII-'V I-' v f-t + I-' v f-t 
{ 

_kk/2 kk/ 2 } 
fLV ,f-t - - I k 2 _ f-t2 + iE k 2 _ f-t2 Ie + iE ' 

(2.4 ) 

where the first part is transverse and the second part longitu
dinal (pure gauge). The massless limit is given by 

G v(k) = _ i { 'TII-'V + (1 - c) kl-'k~ }, (2.5) 
I-' k2+iE c (k2+1E)2 

or in x space, 

G (x) = _1_{(1 + J..) 'TII-'v 
I-'V 4ri c 2(x2 - iE) 

+(1-7)(x:~;E)2} . 
After quantization the commutator of two fields reads 

[AI-' (x).Av(O)] =iDl-'v(x), 

where 

(2.6) 

(2.7) 

DI-'v(x) =D~v(x) +D~~g(x), (2.8) 

and 

D1ong(x) = if d
4
k e-ik'XE(k ) kl-'kv 8(k 2 _ m2), 

fLV (21T)3 0 f-t2 
(2.10) 
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with m2 = J-l2/c. This homogeneous propagator is normal
ized, such that the quantum conditions are fulfilled, to 

. . aDl-'v(x) I 
[AI-'(x),Av(O)]lt~o =1----'---

at t~O 

In terms of the conjugate momenta 

a2' 
1T =---

I-' a(A 1-') 

and fields, we obtain, of course, 

(2.12 ) 

(2.13 ) 

(2.11 ) Performing the integrals in (2.9) and (2.10) we obtain, with 

A =xl-'xl-', A ~€ =,1 - iEt - €2/4, Xo = t - iE/2, 

DI-'v(x) =_I_Im {Tll-'v[_I ___ I_[J1(J-lIT) _~ J1(mIT)] 
2rr A ~ € A ~ € J-lIT C mIT 

- J-lJ1(J-lIT) In (-,1~€) +-I_[J2(J-lIT) -~J2(mIT)]In( -,1~€)] 
2IT U~€ C 

+ XI-'Xy [ 2 2 [J1(J-lIT) + J2(J-lIT) _ ~ J1(mIT) - ~J2(mIT)] 
(A ~ € ) J-lIT c mIT c 

__ I_[J-lJ3 (J-lIT) _ m J 3 (mIT)] In( -,1~€)]}. 
U~€ IT c IT 

In the massless limit (QED with Gupta~Bleuler quantization), we obtain 

D~v(x) = 2~ 1m {Tll-'v ,1~€ + C ~C)[~I-'~€ - (;~~v)2])' 
We see that the gauge fixing choice c = 1 (Feynman gauge) gives the simplest expressions for (2.15): 

1 { [1 J-ll1(J-lIT) ]} DI-'v(x) =~Im TlI-'V --- In( -,1~€) , 
211 ,1~€ 2IT 

where the last term vanishes for the massless case. 

III. MASSIVE VECTOR FIELDS IN ANTI-DE SITTER 
SPACE 

The time variable t is introduced by 

and is many valued in SM space. 

(2.14) 

(2.15 ) 

(2.16 ) 

(2.17 ) 

Consider a massive vector field AI-' in a curved space
time with coordinates xl-' (J-l = 1, ... ,4) and metric gl-'v with 
signature ( + , - , - , - ). The Lagrangian is 14 

2'A = -!~ -gFl-'yFI-'V+!J-l2~ -gAI-'AI-', (3.1) 

whereg = detgl-'v' When J-l2 #0 the field equations are 

In the following we restrict ourselves to the first sheet 
only. We introduce a five-dimensional vector field BM , 

which satisfies the transversality condition (no component 
perpendicular to the hyperboloid) 

al-'(~ _gFI-'V) +J-l2~ -gAv=O. (3.2) 

Taking the divergence, we obtain the generalized Lorentz 
condition 

(3.3 ) 

where the semicolon denotes the covariant derivative: 

A v;1-' =A v,1-' + rVpI-'AP, (3.4) 

with rv PI-' the affine connection. Now consider a five-dimen
sional space with coordinates SM (M = 1, ... ,5) and metric 

TlMN = diag( - 1, - 1, - 1,1,1). (3.5) 

Anti-de Sitter space can be visualized as (the covering space 
of) the hyperboloid 

1024 

SMSM= _t2+S~ +s; =R2= 1!a = consbO. 
(3.6) 
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5MBM =0. (3.8) 

The Lagrangian is given byl5 

2'B = -!GMNGMN+!(m+ 1)(m+2)BMB M. 
(3.9) 

Here, GMN is defined by 

GMN = (aM - aSM)B N - (aN - aSN )BM, (3.10) 

with 

aM = aM - asMs N aN (3.11) 

the tangential derivative. The equation of motion which fol
lows from (3.9) is7 

2 lOON 0 

(M + 2)BM + a~ aM aNB - 2SM aNB N 

= (m + l)(m + 2)BM. (3.12) 
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This is equivalent to (3.2) when 

ax" 
BM=--A 

at M I-' 

and g/lv is the ADS metric. Here, 

M2=!tMMNMMN, 

with 

(3.13 ) 

(3.14 ) 

MMN=i(tMaN-tNaM ). (3.l5) 

Taking the divergence of Eq. (3.12) we obtain for 
mi= -1, - 2, 

, M 
aMB = 0, (3.16) 

which is equivalent to (3.3). ThenEq. (3.12) reduces to 

[M 2 
- m(m + 3)]BM = 0, (3.17) 

which is the equation for a scalar field. 
Now consider the Lagrangian which is the generaliza

tion of Stuecke1berg's Lagrangian (2.1) for ADS space: 

:f' B = -lGMNG MN + ~(m + 1)(m + 2)BM B M 

(3.18) 

When m = - 1, - 2, we obtain the Lagrangian for ADS 
QED with a gauge fixing term. The field equation for BM 
now becomes 

[M 2 - m(m + 3)]BM - (c -l)a- 1 aM aNB N 

- 2tM aNB N = 0. (3.19) 

Taking the divergence we obtain the scalar equation 

{M 2 
- {(m + l)(m + 2) ]Ic}iJM B M = 0, (3.20) 

which is the analog of (2.3). 

IV. CONSTRUCTION OF PROPAGATORS IN ADS SPACE 

Take as the reference point t ~ on the hypersurface 
tOMt ~ = R 2. The propagator matrix element G MN (t,to) is 
an invariant function of 

/L = 1- (ay)2=1_z2, 

where 

y=t~tM· 

(4.1 ) 

The tensor structure is given by two basic transverse (with 
respect to 5 and so) tensors. Introduce the transverse projec-
tor 

PMN = 7JMN - asMtN (4.2) 

(i.e., aM = PMN aN). The two basic tensors are8 

and 

PMRPlN = PM ·PON 

= 'TJMN - aSMSN - aSOMSON + aZSMSON 

(4.3 ) 

SSPOSNSOTPTM = S·PONSO·PM 

= (SN -ZSON)(tOM -ztM)· (4.4) 

Writing 

GMN(Z) =PM·PONf(z) +as·PONSO·PMg(z) (4.5) 
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and substituting this into the homogeneous equation 
2 I' 'p {M -m(m+3)]GMN -(c-l)a- aMa GPN 

, p 
- 25M a GPN = 0, (4.6) 

we obtain for f and g the following coupled equations: 

[M 2 
- (m + I)(m + 2) + 4c]f - (l - c)zf' 

+ ( - 3 + 5c)zg + (1 - e)(1 _Z2)g' = 0 (4.7) 

and 

[M 2 
- (m + I)(m + 2) + 3 + 5e]g 

+ ( - 3 + 7 e )zg' + ( 1 - e) (I - Z2 )g" 

+ ( - 3 + 5e)f' - (1- e)zj" = 0, (4.8) 

where a prime denotes a derivative with respect to z and 

2 2 d
2 

4 d (49) M = - (1-z )-+ z-. . 
dz2 dz 

First consider solutions which are transverse: 

ao MGtr - o. MN- , (4.10) 

then (4.7) and (4.8) reduce to 

[M2-m(m+3) +2]/+2zg=0, (4.11 ) 

[M 2 
- m(m + 3) + 6]g + 4zg' + 2/' = 0, (4.12) 

with two independent solutions for Z2 i= 1: 

I" = _1_ {F( _ m + 2 m + 3 . ~ .Z2) 
Jl m + 3 2' 2 ' 2 ' 

+ (m+2)F( _;, m;3; ~ ;zz)}, (4.13) 

g =z{(2-m)F(- m+4 m+5 .~.r) 
I 2 ' 2 ' 2 ' 

( 2)F( m + Z m + 5 . 3 . 2)} + m+ --Z-'-z-'"2;Z, 
(4.14) 

{ ( 
m + 3 m +4 3 2) 

f =z (l-m)F --- -_. _·z 
2 2 ' 2 ' 2 ' 

( 
m + 1 m + 4 3 2)} -m(m+2)F --Z-'-z-;"2;Z , 

(4.15 ) 

{ ( 
m+3 m+4 1 2) 

gz= (l-m)F --Z-'-z-;"2;z 

+ (m+Z)F( _ m; I, m;4; ~ ;zz)} , 
( 4.16) 

where F(a,b;c;x) is a hypergeometric function. For 
m = - I, - 2, they reduce for A i=0 to 

and 

{
II = 1/(1 - Z2)2 = 1/,.1, 2, 

(4.17 ) 
gl = 4z/(I-z2)3 = ~/A 3' 

3z-z
3 ~f 2 1] 12 = (1 _ Z2) 2 = v I - /L }2' + I ' 

3+6z-z4 8-4/L-/L 2 
(4.18 ) 

gz = (1 _ Z2)3 = ,.1,3 

which correspond in the flat space limit a-O to the pure 
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gauge propagator then G(z) has to satisfy 

{M2 - [(m + 1) (m + 2) ]/C}G(z) = o. (4.22 ) 
_ i kpkv = lim f..l 2D tr (kf..l2) k 2-/=-0, 

k 2 1"_0 pv' , 

where 

D;v(k'f..l2) =i[(7]pv -kpkjf..l2)/(k 2-f..l2)]. 

Now consider longitudinal solutions of the form 

G~"J = a-I aM aONG(z) 

= PM'PONG '(z) + as'PONSO'PMG /I (z); 

( 4.19) 

( 4.20) 

(4.21 ) 

Taking appropriate linear combinations of the solutions 
(4.13)-(4.16), we can obtain solutions which converge to 
zero when A -+ - 00. Because m and - (m + 3) are inter
changeable, we can limit ourselves to m > - ~ and use the 
solutions (4.25) and (4.26) when we demand that the func
tion approaches zero faster than (- A) -3/4. The case 
m = - ~ will not be considered. For m < 0 we find, using the 
same notation (we limit ourselves to the first sheet), 

J; , m/2{ 3 (m m - 2 1 '-I) 
1 =(-/1,) 3(m+)F -- ---'-m--'/1, 

2 ' 2' 2 ' 

+(m-l)F --- ---'-m--'A ( 
m + 2 m - 4 1 -I)} 
2' 2' 2 ' , 

-(m-l)(m-2)F --- ---'-m--'/1, ( 
m+3 m-5 1 '-I)} 
2' 2' 2 ' , 

and, for m > - 3, 

f = (-A) -<m+3)/2{3mF(m + 3 m + 1 'm +~'A -I) + (m +4)F(m + 5 m -1 'm +~'A -I)} 
2 2 ' 2' 2' 2 ' 2' 2' , 

g =~(_A)-(m+4)12{((m+l)(m+2)+12)F(m+4 ,m'_m+~'A-I) 
2 3 2 2' 2' 

_(m+4)(m+5)F(m;6, m~2 ;m+ ~ ;A- I
)}. 

The longitudinal solutions with the appropriate convergence properties are obtained from 

G =(_A)m'12F(_m'+2 -~'-m'-1-'A-I) 
1 2 ' 2' 2 ' 

and 

G = (-A) - (m'+3)/2F (m' + 1 m' + 3 'm' + ~'A -I) 
2 2 ' 2' 2 ' , 

where m' is related to m and c through 

m'(m' + 3) = (m + l)(m + 2)/c, 

(4.23 ) 

(4.24 ) 

(4.25 ) 

( 4.26) 

( 4.27) 

( 4.28) 

(4.29) 

We show that the transverse solutions are not normalizable in the sense of condition (5,6) because they contain A -2 and A -3 

singularities. Expanding the solutions around A = 0 we find for both solutions, 

f(m,A) = A { ,4
2 

- (m + l)(m + 2) + ~ m(m + 1) (m + 2)(m + 3)F( _ m , m + 3 '2) )In( _ A) 
/1, A 8 2 2 ' 

- 1~2 (m - l)m(m + l)(m + 2)(m + 3)(m + 4)AF( - m; 2 , m; 5 ;4;,.1, )In( -A) + a(m,A)} , 

(4.30) 

g(m,A) = A {~+ 2[ (m + 1) (m + 2) - 4]_1_ + 1- mCm + 3)[ (m + l)(m + 2) + 4]1-
A ,.1,2 4 A 

- 4
1
8 [em + l)(m + 2) + 12]m(m + l)(m + 2)(m + 3)F( _ m; 1, m; 2 ;3;,.1, }nc -A) 

+ b(m,A)} , (4.31 ) 

whereA is an arbitrary constant and a (m,A) and b(m,A) are regular functions of A in the domain 1,.1, 1 < 1, which are different 
for the two solutions. But we see that the singularity structure is the same for both solutions. For the longitudinal solutions we 
find 
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G'(z) = - 2JT=T ~G=D {-~- m'(m' + 3) +_I_ m'(m' + l)(m' + 2)(m' + 3) 
dA A 2 U 16 

XJT=TF( - m': 2, m': S ;3;A ) In( -A) + d(m',A)} , (4.32) 

G "(z) = 4(1-A)~ G _ 2 dG =D { __ 8 __ (m' - l)(m' + 4) _ (m' - l)m'(m' + 3)(m' + 4) 
~2 ~ A 3 A2 M 

+ _1_(m' _ 2)m'(m' + l)(m' + 2)(m' + 3)(m' + S) (1 _ A)F( _ m' + 4, m' + 7 ;4;A) 
96 2 2 

xln( -A) +_l_ m'(m' + l)(m' + 2)(m' + 3)F( _ m' + 2, m' + S ;3;A) In( -A) +e(m',A)} , (4.33) 
16 2 2 

where d(m',A) and e(m',A) are regular functions of A in the domain IA 1< 1, which are different for both solutions. 
In order to obtain normalizable solutions in the sense of Sec. V we take appropriate combinations of transverse and 

longitudinal solutions. With arbitrary gauge fixing parameter e, we obtain 

GMN(A)=F{PM'PON[ -(1++)~ +! m(m+3)F( -~, m;3 ;2;A )tn(-A) 

__ 1_ (m _ l)m(m + 3)(m + 4)AF( _ m + 2 m + S '4. 1 )In( -A) 
192 2 ' 2 ,,,,. 

+ ~ (m' + 1) (m' + 2)JT=TF( _ m' + 2 , m' + S ;4;A )In( - A) 
8e 2 2 

+f(m,e,A)]+as,poNso'PM[(I-+)A22 + 4~ 2(1++)+(m+1)(m+2)(1- :2) 

-_I- m (m+3)(m+ 1)(m+2) + 12lF(- m+ 1, m+4 ;3;A)ln( -A) 
48 2 2 

-_I_(m-2)(m-1)m(m+3)(m+4)(m+S)AF(- m+3, m+6 ;S;A) 
2304 2 2 

Xln( - A) + _1_(m' - 2)(m' + l)(m' + 2) (m' + S) (1 _ A)F( _ m' + 4 , m' + 7 ;4;A )In( - A) 
48e 2 2 

1 , (m' + 2 m' + S ) ]} +8e(m'+I)(m +2)F --2-'-2-;3;A In(-A)+g(m,e,A) , (4.34 ) 

wheref(m,e,A) and g(m,e,A) are regular functions of A in 
the domain IA I < 1. 

To obtain the Feynman propagator G ~N (~,tJo,to) 
from Eq. ( 4.34) we make the following replacement (we re
strict ourselves to the first sheet, i.e., n = 0; see Ref. 10): 

A--->A - iE, (4.3S) 

but leave SM the same. In order to normalize this propaga
tor, we want it to satisfy Eq. (4.6), where the right-hand side 
is replaced by the inhomogeneous term 

(4.36) 

For the normalization constant F we find by direct substitu
tion of the solution in the inhomogeneous equation 

F= -l/8rl"R 2 (4.37) 

[cf. Eq. (2.6)]. Here we made use of representations for the 
84 function such as 

lim ~ 2E = 84 (xl') 
E-O r (A - iE)3 ' 

( 4.38) 

where A = xI' xl' . 
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V. NORMALIZATION OF THE SOLUTIONS 

Consider the Lagrangian (3.1) with a gauge fixing term 

x GF = -(c!2)[=g(AI';I')2. (S.l) 

This total Lagrangian is equivalent to (3.18). Define the 
conjugate momenta 

1T P = a = [=gF pO - [=ggpO(A 1'). (S.2) awoA
p

) ,1' 

This prescription is independent of the metric. The quantum 
conditions are (independent of the metric) 

[trI'(x,t).A,,(Y,t)] = -i{jl',,8\x-y), (S.3) 

from which we obtain 

[1TI'(x,t).Av(Y,t)] = -igl'v8\x-y). (S.4) 

We consider the case e = 1 the simplest case to obtain the 
normalization. Using (3.13) to express the AI' (x,t) fields in 
terms of BM (~,t) we find from (S.4), 

[BM (~,t),BN (~o,t)] = i(1 + a~ ~ )POMN83(~ - ~o). 

(S.S) 
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Consider the solution (4.34) and perform the replacement 

S4_S4cOSh(;) _ is5sinh(; )=S4( 1+ ~2) _ iS5(;), 
s5_is5sinh(;) + s5cOSh(; )=iS4 (;) + S5( 1 + ~), 

(5.6) 

which results in 

A-A_€=A - ieaS4S5 - !a(S; - S~)€2. (5.7) 

This corresponds to a complex time translation, analogous 
to the flat space definition of A _ € in (2.14). Then the real 
and imaginary parts of this solution correspond to the homo
geneous propagators. Identifying the imaginary part with 
the commutator - i[BM (t,t),BN (to,to)]' we find 

a - - I - 1m GMN(S,t;so,to) at t=t" 

= -41iFR2(1+at~)POMN83(t_to) (5.8) 

and comparing with (5.5) we find for the normalization con
stant 

(5.9) 

Of course, one can do the same calculations for c =1= 1 with the 
same result, but they are more tedious. When we take the flat 
space limit of this solution (a -0) we obtain exactly 
D!'-v (x - y) [Eq. (2.15)]. The Feynman propagator G f1N 
can also be obtained from the homogeneous propagators 
Re GMN and 1m GMN in the following way analogous to the 
scalar case 10: 

(5.10) 

VI. ANTI·DE SITTER QED7 

Consider the solutions (4.23 )-( 4.26). Taking the ap
propriate combinations of transverse and longitudinal solu
tions and taking the limit m - - 1, we obtain with the prop
er normalization the following solutions: 

(6.1 ) 

Xln( -~) _~lnll-ff=T I]] +at'PoNtO'PM[ _~ __ 2_+~ 
4 A 2 1 + ff=T ,-t 2 3d 301 -

+ (1 - J...)[J...(1 + -±- _ ~)ln( -~) + sff=T In 11 - ff=T I]]} . (6.2) 
3c,-t ,-t .,1,2 4 ,-t3 1+ff=T 

Performing the transformation ,-t -A _ € and taking the 
imaginary part, we obtain the appropriate homogeneous 
propagators, which reduce in the flat space limit to 
D~v(x-y) [Eq. (2.16)]. 

We see that the logarithmic contributions to the propa
gators vanish when c = j, which corresponds to c = j of Ref. 
8. We obtain in this case, writing the solutions as 

(6.3 ) 

that 

d =_I_J... and </> = __ I_In 11-ff=T I 
1 21iR2,-t 1 41iR2 1+ff=T' 

(6.4 ) 

Adding a combination of pure gauge propagators, we obtain 
expressions without logarithms: 

(6.5 ) 
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Furthermore, 

d - 1 ~ ,/, 66 
2- 21iR 2 ,-t ''I'2=-21iR 2T' (.) 

which are the same solutions as the ones obtained by Ga
zeau8 for c = j. 
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A limit theorem for basic states of disordered structures 
Andrzej Korzeniowski 
Department 0/ Mathematics, University a/Texas, Arlington, Texas 76019 
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Let a (t,OJ) be a stationary process such that 0< E[ 11 a (t,OJ) ] < 00. It is shown that the random 
boundary-value problem Hy = - (d /dt)a(t,OJ )(dy/dt) = AY, yeO) = y' (L) = 0, has a unique 
solution (Ai (OJ,L), Yi (t,OJ,L») for i;;;,O and Ai (OJ,L)/ Aoi (L) -> 1 almost surely as L -> 00, where 
Aoi (L) is the ith eigenvalue of the averaged Hamiltonian HoY = - [liE (lIa(t,OJ »)] (d 2y/dt 2) 

=AY,y(O) =y'(L) =0. 

I. INTRODUCTION 

Motivation for this paper comes from an article by 
Grenkova, Molcanov, and Sudarev l where, among other 
things, a one-dimensional random Schrodinger operator 
H= - (d/dt}a(t,OJ}(d/dt) describing the quantum-me
chanical behavior of an electron in a random medium is dis
cussed. The result stated in Theorem 1 of Ref. 1, however, is 
not mathematically rigorous. Namely, the arguments used 
in the proof do not show that the random boundary-value 
problem does have a solution on [O,L]. It has been proved 
that for sufficiently large L = L (OJ), there is a unique solu
tion except on a set of arbitrarily small probability and there
fore neither the solution nor the corresponding eigenvalue is 
a stochastic process and a random variable, respectively, as 
being not defined on the whole probability space. Conse
quently, correlation between energy levels cannot be de
fined. Moreover, all estimates on pp. 108 and 109 (like 1.16-
1.18) of Ref. 1 given for a fixed OJ from a set A L (c) such that 
9 (A L (c») < c cannot be controlled on n - A L (c) for fixed 
L which is crucial in stating that considered "random vari
ables" are asymptotically Gaussian. Another thing that 
needs clarification is the following. What is meant by a solu
tion of the random boundary-value problem as well as mea
surability of the corresponding eigenvalues and eigenfunc
tions? 

Our aim here is to answer these questions as well as to 
prove a new result, i.e., almost surely convergence of the 
random eigenvalues as opposed to convergence in distribu
tions of Ref. 1. 

II. RESULT 

Following Ref. 1, the random boundary-value problem 
is equivalent to 

d d 
Hy = - -a (xL, OJ)-Y =fty, xE[O,I] , 

dx dx (1) 
yeO) =y'(1) = 0, 

wherefti(OJ,L) =Ai (OJ,L)L 2, i';>0. 
At this point we explain the meaning of the solution of 

(1 ). Note that for most processes the trajectories a (xL,OJ) 
for fixed OJ are not differentiable and thus the first attempt is 
to assume that a (xL,OJ) is absolutely continuous. Unfortu
nately for many process it does not work (e.g., for pure jump 
processes (d /dx) (xL,OJ) = OforalmostallxE[O,1 J). There
fore we come to the following. 

Definition: A pair (;t(OJ,L) ,y(x,OJ,L») is called a solution 
of (1) if the following conditions are satisfied: (i) ft (OJ,L) is 
a random variable; (ii) y(x,OJ,L) is a stochastic process 
whose trajectories are absolutely continuous; (iii) 
(;t(OJ,L),y(x,OJ,L») solves the integral equation 

y(x,OJ,L) = ft (OJ,L) f G(x,z,OJ,L )y(z,OJ,L )dz 

= ft (OJ,L) [l" y(z,OJ,L )dZl
z 

du 
o 0 a(uL,OJ) 

+ l" du (Y(Z,OJ,L)dZ], (2) 
o a(uL,OJ) L 

where 

{L
X du 

o a(uL,OJ) ' 
G(x,z,OJ,L) = lZ du , 

o a(uL,OJ) 
x>Z, 

is a random Green's function. 
One assumes that all equalities as well as properties of 

considered processes hold almost surely. It is also assumed 
that for a given OJ for almost all UE [0,1], a (uL,OJ) # ° and 11 
a (uL,OJ) is integrable on [0,1]. Obviously yin (2) is absolu
tely continuous and y' = (ft/ a) f ~ y for almost all XE [0,1 ] . 
Note that yeO) = 0; however, to guarantee the second 
boundary condition y' ( 1) = ° an additional assumption on 
the process a (t,OJ) must be imposed. 

It is easy to see that a(t,OJ )ED[O, 00 )-class of processes 
which are right continuous and have left limits-is suffi
cient. Combining the above we assume that a (t,OJ) is a sta
tionary process in D[O,oo) such that O<a=E[lI 
a (O,OJ)] < 00. Note that by the Fubini theorem it implies 
fb [ 11 a (u,OJ) ] du < 00 for tE [0,00 ). In addition by the ergo
dic theorem 

Il
" du / IlL'/ du / sup < sup t- --- < 00, 

0",,<1 0 a(uL,OJ) 0",<1 Lt 0 a(u,OJ) 
a.s. 

(almost surely) and therefore the operator 

y = Y (OJ,L): qO,l] ->C[O,I], 

Yy(x) = fG(x,z,OJ,L)Y(Z)dZ 

is compact, having a bounded kernel G. Consequently there 
is a sequence (;ti (OJ,L)'Yi (x,OJ,L»), i';>O of the reciprocal of 
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eigenvalues and eigenfunctions of ;g solving (2). The only 
thing to prove is measurability of f-li (lU) and Yi (X,lU) for 

I 

fixed XE[O, 1]. 
To this end note that 

-I lIullc,lo.11 = 1 

{

SUP (;gu,u), sup (;gu,u» 
Ilulle,lo.11 = 1 

- inf (;gu,u), 
Ilulle,lo.11 = 1 

f-li = 
- inf (;gu,u), otherwise, 

Ilulle,lo.11 = 1 

where Ci [0,1] = {Yo""'Yi-1 }i-the orthogonal comple
ment in C[ 0,1] with the norm induced by 
(u,v) = fb u(x)v(x)dx andy _ 1 =0. 

The above implies measurability off-li' because (;g u,u): 
O-R is measurable (the kernel G of ;g is measurable). To 
show measurability of Yi we will approximate ;g by step 
operators ;g n as follows. Take the kernel G n ( " • ,lU,L) such 
that 

IIG n
(., ',lU,L) - G(', ',lU,L) II ° 

C[O.llxIO.11 

as n- 00 (4) 

and G n(., . ,lU,L )EC [0,1 j2 does not change for lUEOk> 

k = 1, ... ,n, where Ok form a disjoint partition of O. 

Pick an arbitrary lUkEOk' k = 1, ... ,n, find 
(P7(lUk ,L ) ,y7(X,lUk ,L») such that 

y7 =f-l7 fGnY7 

and set 
n 

y7(X,lU,L) = L f-l7( lUk>L)y7(x,lU b L)ln
k 

(lU) . 
k=1 

Then y7 satisfies 

y7 =f-l7 f GnY7· 

Since 
sup supIGn(x,z,lU,L) 1< 00, a.s., 

n (x,z) 

therefore {y7} is relatively compact in C[ 0, 1] and thus has 
subsequence converging to Yi ( . ,lU,L). 

Now for fixed lU 

IIG nY7 - GYi 11<IIG n (Y7 - Yi) II + II (G n - G)Yill- O 

and by (3) and (4),f-l7-f-li . 

Consequently, G nY7 - G Yi and 

Yi =f-ljf GYj· 

Next by uniquenessYi = Yo whence the sequence {y7} itself 
is convergent and thus Yi is measurable. 

To complete our analysis consider the following l
: 

;gy=f-l(;go + ;g1)Y=Y' (5) 

where 

1031 

Go = {xa, 
za, 

;g 1 Y = f G1 (x,z,lU,L )y(z)dz, 
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x>z, 

(3) 

G = {LX a(U~,lU) -xa, x<z, 

__ u __ _ za, x> z, 1 Saz 
d 

o a(uL,lU) 

with Go the Green's function of the averaged Hamiltonian 

1 d 2y 
HoY = - --d 2 =f-loY, yeO) =y'(1) = ° (6) 

a x 
and G1 the corresponding random counterpart which by the 
ergodic theorem converges to ° almost surely in L 2 [0,1] 2. 

Denoting the solution of (6) by (f-loi' Yoi ) and using (5) 
one has 

(Yj, Yoi) = f-lj (;g oYo Yoj) + f-lj (;g 1 Yu Yoj), 

IIYOlII = IIYil1 = 1, 

whence by self-adjointness of ;g 0 

f-li (YoYoj) 1 ------..,.,-----, a.s., 
f-loi (Yi' Yoi) + f-loi (;g 1 Yo Yoi) 

since I (;g 1 Yo Yoi) I <11;g 111-0 andYj tends tOYoi inL 2[0,1] 
as L - 00. Equivalently, applying (1) one obtains 

A. j (lU,L )/Yoi (L) - 1, a.s., 

as claimed. 
Remark: To make theorem 1 of Ref. 1 work, besides 

measurability, one needs to show two things: (I) there is a 
unique solution on [O,L], a.s., (II) f-li(x,L) =f-loi 
+ hi (lU,L), where hi (lU,L) is asymptotically Gaussian for 

large L. 
To this end apply Skorokhod's result (cf. Ref. 2, p. 281) 

to SL (t) -weakly Wiener process, i.e., replace it by TfL (t) 
~ Wiener process. Then use existence arguments similar to 
ours to ensure (I). Next repeating the analysis of Ref. 1 (pp. 
107 and 108) we have 

f-li (lU,L) = f-loi - ( 'ii (;g 1 (lU,L )Yoi' Yo;) + r j.L (lU») 

XIA (lU) +f-li(lU,L)lA' (lU), 
L L 

where f-lj (lU,L) is the eigenvalue found in (I), 
suplrj.dlU)I<c(i,€)/L and 9(AU<€ which proves (II) 
WEAL 

because (;g 1 (lU,L)Yoi,Yoi) is asymptotically Gaussian for 
large L. 

1L. N. Grenkova, S. A. Molcanov, and Yu. N. Sudarev, "On the basic states 
of one-dimensional disordered structures," Commun. Math. Phys. 90, 101 
(1983). 

2A. V. Skorokhod, "Limit theorems for stochastic processes," in Theor. 
Probab. Appl. 1 (3),261 (1956). 
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Hypervirial theorem and parameter differentiation: Closed formulation 
for harmonic oscillator integrals 
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Instituto Mexicano Del Petroleo, Investigacion Basica de Procesos, Apartado Postal 14-805 07730 Mexico, 
D.F. Mexico 

(Received 19 August 1986; accepted for publication 7 January 1987) 

A simple method has been developed to generate a closed formula for the calculation of matrix 
elements of arbitrary functions/(x) in the representation ofthe harmonic oscillator. The 
proposed algebraic procedure is based on the combined use of the hypervirial theorem with 
and without the second quantization formalism along with the parameter differentiation 
technique. The closed formula thus obtained is given in terms of a sum involving the }th 
derivative of/ex) evaluated at zero. 

I. INTRODUCTION 

Recently, an algebraic procedure based on the hypervir
ial theorem I and second quantization formalism has been 
developed to derive generalized recurrence relations for the 
calculation of arbitrary function integrals in the one-dimen
sional harmonic oscillator (HO) representation. 2

•
3 Despite 

the fact that recursion formulas allow us to obtain matrix 
elements, a closed-form expression is always desirable. In 
this respect, Wilcox4 has shown, by an analytical procedure, 
that the one-center m,n matrix element of an arbitrary func
tion/(x) in the HO representation, is given by a closed for
mula in terms of an integral that involves the Fourier trans
form of /(x); the analytical procedure to evaluate such 
integral is, however, sometimes long and cumbersome since} 
integrations by parts are necessary. Alternatively, Palma et 
al.s have shown, by an algebraic procedure, that the com
bined use of Cauchy's integral and the Baker-Campbell
Hausdorff theorem allows us to obtain a closed-form equa
tion for the calculation of /(x) HO integrals. On the other 
hand, heretofore, one of the main uses of hypervirial theo
rems has been as a means of deriving relationships between 
quantum mechanical matrix elements. 6 As far as we know, 
the power of the hypervirial methods has not been exploited 
to obtain closed-form expressions for the calculation of ma
trix elements. With this purpose, in the present work we 
point out a procedure that proposes the use of the hypervirial 
theorem, with and without the second quantization formal
ism, along with the parameter differentiation technique7

•
8 in 

order to obtain closed formulas for the evaluation of HO 
integrals. The present scope is restricted to the one-center 
matrix elements case, but the proposed method can be ex
tended to the calculation of two-center HO integrals as well 
as other potentials. 

To schematize this approach, the next section is devoted 
to the determination of closed formulas for matrix elements 
of exponential operators. The results thus obtained are used 
in the subsequent paragraphs in order to derive the corre
sponding closed formulation of power and Gaussian func
tion integrals. A closed-form expression for integrals of arbi
trary functions is then obtained from the above results. 

II. EXPONENTIAL INTEGRALS 

Consider a one-dimensional problem for which the ei
genfunction satisfies the time-independent Schrodinger 
equation 

Hln>=( -a:x22+V(X»)ln>=Enln>, (2.1) 

where a = fz2/2/1 and the eigenenergies En, mass /1, and po
tential constants implicit in Vex) are assumed to be known. 
In the most general case ofa/(x) function such that 

[V(x),J(x)] =0, (2.2) 

the exact generalized recurrence relation for the calculation 
of/(x) matrix elements as a function of eigenenergies for any 
Vex) is given, from the second hypervirial theorem, by2.9.lo 

(Em -En)2(mlf(x)ln) 

= - a 2(ml d 'i(X) In) - 2a(Em + En) 
dx4 

X (ml
d2

/(:) In) + 4a(ml
d2

/(:) Vex) In) 
dx dx 

(2.3 ) 

In the particular case of/ex) = exp( - (3x) and HO poten
tial, the corresponding recurrence relation becomes 

((Em - En)2 + a 2(34 + 2a(32(Em + En») 

X (m lexp( - (3x) In> 

= 2Ka(32(mlx2 exp( - (3x) In) 

-2Ka(3(mlxexp( -(3x)ln) , (2.4 ) 

where K is the force constant. Although it seems at first 
glance that the above recursion equation cannot be put to 
practical use, we will see its usefulness at once. To obtain 
closed formulas for exp ( - (3x) matrix elements, we assume 
that the HO eigenfunctions are independent of the (3 param
eter. Then, the above recursion relation is transformed by 
parameter differentiationS into 
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d 2y([3) m,n 1 dy([3) m,n 

d[32 + (j d[3 

-~2(4A + 4T[32 + [34)y([3)m n =0, 
4[3 , 

(2.5) 

where 

y([3)m.n = (mlexp( -[3x)ln) , 

A = (m - n)2, and T= m + n + 1; we use natural units 
fz=p=liJ= 1. 

At this point, in order to clarify the proposed method, 
instead of solving Eq. (2.5) directly, we shall consider some 
useful particular cases. 

A. m=n=O generator matrix element 

Straightforwardly, the corresponding differential equa
tion is given by 

d 2y ([3)o,o 

d[32 
1 dy ([3) 0,0 1 2 

+ (j d[3 - 4([3 + 4 )y([3)o,o = ° 
(2.6) 

with solution 

y([3)o,o = Co,o exp([32/4) = exp([32/4) . (2.7) 

B. Diagonal matrix elements 

Similarly to the previous case, the differential equation 

zd
2
f([3) + (l-z) df(f3) +nf([3) =0, (2.8) 
dz2 dz 

where the independent variable is z = - [3 2/2 and 

y ([3) m,m = /([3) exp ([32/4) , 

has as its solution 

y([3) m,m = Cm,m exp([3 2/4) Lm ( - [3 2/2) 

= exp ([3 2/4) L m ( - [3 2/2) . (2.9) 

It is important to notice thaty ([3) 0,0 as well asy([3) m,m have 
been obtained without the explicit use of wave functions; the 
coefficient Co,o = Cm,m = 1 comes from the initial condition 
[3 = 0 and the orthogonality requirement 

(min) = om,n . (2.10) 

C. Off-diagonal matrix elements 

The (m,n)th matrix elements of the operator 
exp ( - [3x) come from 

d 2Q(Z) + (m + n + 1 + 1 -? _ J.)Q(Z) = 0 , 
dz2 2z 4Z2 4 

(2.11 ) 

where? = A and 

fez) = Q(z)P(z) , 

where 

P(z) = ( - z) -1/2 exp(z/2), z<;O. 

Thus, in the case n > m, 

r=n-m 

and Eq. (2.11) transforms to 
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d
2
Q(z) +(2m+r+l + 1-? _J.)Q(Z) =0, 
dz2 2z 4Z2 4 

with solution 

Q(z) = Cm,n exp( - z/2)z(r+ 1)/2 L;-" (z) , 

i.e., for n > m, 

y([3)m,n = Cm,n ( - [3 l.,fi)n - m 

X exp ([3 2/4) L ::. - m ( - f3 212 ) 

and similarly for m > n, 

y([3)m,n =Cm,n( -[3I.,fi)m-n 

Xexp([32/4)L;;,-n( -[32/2). 

(2.12 ) 

(2.13 ) 

(2.14 ) 

(2.15) 

Here, unfortunately the Cm,n coefficient cannot be deter
mined from [3 = 0 and Eq. (2.10) as before. However, Mor
ales et al. 2 have proposed a simple method, based on the 
hypervirial theorem and second quantization formalism, for 
the determination of proper recurrence relations for matrix 
elements in the HO representation. Thus from their corre
sponding recurrence relation 

(m - n)y([3)m,n 

= [3 ~ n/2y([3) m,n - I - [3 ~ m/2y(f3) m - I, n , (2.16 ) 

along with the recursion formulas for the generalized La
guerre polynomial ll for m > n, 

and 

one gets 

(m/iicm,n_1 - [mCm_I,n)L :~t 

= (m - n)Cm,n + n/iicm,n-I 

(2.17) 

(2.18 ) 

(2.19) 

Finally, by using the fact that L ;;' ~ t and L ;;' - n are linearly 
independent, ' 

m/iicm,n -I - [mCm -I,n = 0, 

(m-n)Cm,n +n/iicm,n_1 -/iiicm-l.n =0, 

it follows immediately that 

Cm,n=~n!/m!, m>n, 

and similarly 

Cm,n =~m!/n!, n>m. 

(2.20) 

(2.21) 

The closed formulas for the evaluation of the y([3) m,n matrix 
elements are given by Eq. (2.14) and Eq. (2.15) with the 
Cm,n corresponding coefficients specified in Eq. (2.20) and 
Eq. (2.21). 

III. x" AND GAUSSIAN INTEGRALS 

In this section the results obtained in the precedent 
paragraph are used to obtain closed formulas for the evalua
tion of power and Gaussian matrix elements as well as some 
particularly useful recurrence relations. 
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It is enough to consider n > m since m,n represent ex
changeable wave functions. Then, in the first case, from the 
identity 

([J 
,,(_[J)k k 

Y )m.n = L. kl xm,n' 
k • 

(3.1 ) 

I 

where 

along with the condition n - m = 2,1 in Eq. (2.14), one gets 

~m!n! L ' 1'>,1, 

{ 

[m,/ - A ] ( 2!) ! 

x;;;,n = r=O 22/ - r - A(I_,1 -r)!(m -r)!(2,1 +r)!r! 
( 3.2a) 

(3,2b) 
0, l<,1, 

where [m,p] denotes the smaller of m andp, Similarly, the case of n - m = 2,1 + 1 is given by 

{

mIni [m,/-A] (21 + 1)! 

x;;;~ 1 = [mffif r~o 22/ - A- r + 112(1_,1 _ r)!(m - r)!(2,1 + 1 + r)!r! 
0, 

, l>,1, ( 3.3a) 

(3.3b) 

Equations (3.2b) and (3.3b) give the well-known selection 
rule4 that (mlxi In) vanishes unlessj>n - m. Furthermore, 
all the possible cases to be considered are covered by means 
of Eqs. (3,2) and (3.3) along with 

X r = {O, r = 21 + 1 and (n - m) even, 
m,n 0, r = 21 and (n - m) odd. 

(3.4a) 

(3.4b) 

Additionally to the above equations, some useful recurrence 
relations for practical calculations are 

X 0
2/ + 2 = (l +1)(2/+1) X02/, n=2,1, 1>,1 (3.5) 

.n 2 (l + 1 _ A) ,n 

and 

X 021 + 3 = (21+3)(1+1) X02/+1, n=2,1+l, 1>,1, 
,n 2(1 + 1 _ A) ,n 

(3.6) 

where X6;n+ 1 = ° for n = 2,1 + 1, I <A, and X6;n = ° for 
n = 2,1, I <A. In a similar way, the previous results are used 
to obtain the corresponding closed formula for the calcula
tion of Gaussian-type integrals; i.e., from the definition of 
the Gaussian function, it is directly recognized that 

(mlexp( - [JX2) In) = ° <=> n - m = odd. 

Consequently, when n - m = 2,1 it leads to 

(m lexp( - [JX2) In) 

= (- [J») [mJ-A] (2j)! 
= L ~m!n! L ---:.....::....:.---

)=A j! r=O 22)-r-A(j_,1_r)! 

1 X . (3.7) 
(m - r)!(U + r)!r! 

This equation can be simplified by using the identity 
IX) A+m 00 

L = L + L (3.8) 
)=A )=A )=A+m+ 1 

to 

I 
(mlexp( - [JX2) In) 

m 2r 
=2A~m!n! L ------

r= 0 (m - r)!(2,1 + r)!r! 

X f 2} -.[J»)(2j )! . 
) = r +A 2 )1 (J - A - r)! 

( 3.9) 

Finally, the identification of the last sum in the above equa
tion transforms it to 

(m lexp( - [JX2) In) 

=(m!n!)l12 f (_ [J )(n-m+2r)/2 

1+[J r=O 2(1+{J) 

X (n - m + 2r)! 

(m - r)!r!((n - m + r)!)(r + (n - m)/2)! 
(3.10) 

Some useful particular cases are the generator 12 

(Olexp( _[JX2) 10) = (1 +{J)-1/2, 

the up/down 12 

(3.11 ) 

(Olexp( -[Jx2)ln) = [lif( _[J/2)n12 ,(3.12) 
(1 + [J) (n + 1)/2(n/2)! 

and the diagonal 

(nlexp( _[JX2) In) 

n! i ( [J)r (2r)! (3.13) 
= ff+73 r=O - 2(1 +(J) (r!)3(n - r)! 

matrix elements. 

IV. INTEGRALS OF ARBITRARY FUNCTIONS 

The above results can be used in order to obtain a gener
alized closed formula for the calculation of integrals of arbi
trary functions within the HO representation. In fact, in the 
case of a I(x) function, such that it can be expanded in a 
Taylor series, it is immediate to show for n - m = 2,1 that 

= [mJ] 1(2)+2A)(O) 
(ml/(x) In) = ~m!n! L L . , 

)=0 r= 0 2(2}+A - r) (j - r)!(m - r)!(2,1 + r)!r! ( 4.1) 

as well as for n - m = 2,1 + I 
(ml/(x)ln) =~m!n! f f~]. 1(2)+2Hl)(0) 

)=0 r=O 22;+A - r+ 112(j - r)!(m - r)!(n - m + r)!r! ' 
( 4.2) 
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Similar to the Gaussian integrals case, the use of the identity specified in Eq. (3.8) in the above two equations leads indepen
dently in the general case of any m and n, to 

( 
m!n! )112 In 00 /(2j +n-m-2r)(o) 

(ml/(x) In) = -- r r . , n~m. 
2 n - m r=Oj=O 22J+r(m - r)!(n - m + r)!r!J1 

(4.3 ) 

This equation is an exact closed-form expression for the cal
culation of /(x) matrix elements in the HO representation. 
Its application to a given/(x) needs exclusively the identifi
cation of the last sum over the (2j + n - m - 2r)th deriva
tive of the function/(x) evaluated at zero. We want to point 
out, however, that Eq. (4.3) has also been derived recently 
by Palma et al. 5 by means of an alternative algebraic method 
that proposes the combined use of the Cauchy's integral for
mula and the Baker-Campbell-Hausdorfftheorem. 

v. DISCUSSION 

As far as we know, in the present work the hypervirial 
theorem has been used for the first time, not as a means, as 
usually, of deriving relationships between quantum mechan
ical integrals, but as a useful media to obtain closed-form 
expressions for the calculation of matrix elements. This has 
been made possible with the help of the second quantization 
formalism along with the parameter differentiation tech
nique. By using the HO representation, as an example, the 
proposed method has permitted us to rederive the well
known exact closed formulas for the calculation of exponen
tial, power, and Gaussian functions integrals. Additionally, 
a generalized closed formula for integrals of arbitrary func
tions has been also obtained. Our proposed exact general 
closed formula [Eq. (4.3) ] seems to be easier to handle than 
the one given by Wilcox.4 Finally we want to add that the 

1035 J. Math. Phys., Vol. 28, No.5, May 1987 

algebraic procedure shown here can be extended to the de
termination of the corresponding mathematical formulas for 
the calculation of two-center HO integrals as well as other 
potential matrix elements. 
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A general method is presented for analytically calculating linear stability limits for symplectic 
maps of arbitrary dimension in terms of the coefficients of the characteristic polynomial and 
the Krein signatures. Explicit results are given for dimensions 4, 6, and 8. The codimension 
and unfolding are calculated for all cases having a double eigenvalue on the unit circle. The 
results are applicable to many physical problems, including the restricted three-body problem 
and orbital stability in particle accelerators. 

I. INTRODUCTION 

Symplectic maps occur in many physical problems, in
cluding orbital stability in particle accelerators, 1 plasma 
wave heating,2,3 and the restricted three-body problem.4 

Any time-periodic Hamiltonian system of n degrees of free
dom generates a 2n-dimensional symplectic map, by follow
ing the flow for one period, Similarly, an autonomous Ham
iltonian system of n + 1 degrees of freedom induces a family 
of2n-dimensional symplectic maps parametrized by the val
ue of the Hamiltonian, by considering the first return to a 
surface of section. Return maps provide much useful infor
mation on the behavior of continuous time systems, includ
ing the existence or nonexistence of invariant tori, and the 
location and stability of resonances and periodic orbits. 5 

While 2-D maps have found wide applications to phys
ical problems and have therefore been extensively studied,6 
higher-dimensional maps also occur in many problems of 
current interest and there is a need to study their properties 
as well. For example, four- and six-dimensional symplectic 
maps arise in the venerable three-body problem,4 orbits in 
particle accelerators, 1 and electron-cyclotron resonance 
heating using two wave frequencies. 7 In addition to these 
practical applications, there are also interesting theoreti
cal questions concerning higher-dimensional mappings. 
Arnol'd diffusion has been investigated using a model 4-D 
symplectic map. 8 Froeschle and Scheideker have studied the 
ergodic properties of four- and six-dimensional symplectic 
maps, 9 Mao, Satija, and Hu have recently discovered period
doubling sequences in 4-D maps, analogous to Feigenbaum 
sequences in one- and two-dimensional maps. 10 

In all these investigations it is useful to have analytic 
formulas for the linear stability limits of the fixed points 
(and periodic orbits) of the mappings. For example, for 2-D 
area-preserving maps it is well known that a necessary con
dition for linear stability of a periodic orbit is ITr L 1<;2, 
where L is the tangent map round the orbit (definition to be 
recalled shortly). Analogous stability criteria for 4-D sym
plectic maps were derived by Broucke,4 who studied period
ic orbits in the restricted three-body problem, and later by 

a) Present address: Laboratoire PMI, Ecole Poly technique, 91128 Palai
seau, France. 

Dragt. 1 (See also Refs. 11 and 12.) However, these analyses 
did not take into account the crucial role of the Krein signa
tures. 13,14 Moreover, the important case of 6-D symplectic 
maps has apparently not yet received attention. In this paper 
we derive explicit expressions for the stability boundaries for 
symplectic maps of arbitrary dimension, including the ef
fects of the Krein signatures, and treat the cases of dimen
sion up to 8 in detail. 

It is also useful to know the generic ways that linear 
stability can be lost. For a symplectic map to lose linear sta
bility it is necessary to have at least one multiple eigenvalue 
on the unit circle (8 1). In this paper, we analyze the typical 
behavior of families of symplectic maps of arbitrary dimen
sion near all cases possessing a double eigenvalue on 8 1

• Par
ticular attention is given to the subclass of reversible maps, 
which occur frequently in physical problems. 

We shall find it useful to employ two closely related 
notions of stability of periodic orbits, both depending only 
on the linearization of the map about the orbit. We define the 
tangent map to a periodic orbit of period q to be the deriva
tive oftheqth iterate of the map at one of the periodic points. 
For a Hamiltonian system it can be represented by a sym
plectic matrix (the product of the Jacobian matrices round 
the orbit). 

Definitions l5
; (i) A periodic orbit is said to be linearly 

stable if, gi ven E> 0, there is a 8 (E) > 0 such that all orbits of 
the tangent map initially within 8 of 0 remain within E of 0 
for all forward time. 

(ii) A periodic orbit is said to be spectrally stable if all 
eigenvalues of the tangent map have modulus less than or 
equal to 1. 

A periodic orbit is linearly stable iff it is spectrally stable 
and all Jordan blocks corresponding to eigenvalues on the 
unit circle are one dimensional. 16 Since, as will be shown, the 
boundaries of linear and spectral stability are identical for 
symplectic maps, the concept of spectral stability allows us 
to describe stability limits without continually excluding the 
case of mUltiple eigenvalues. 

The paper is organized as follows. We begin by collect
ing together in Sec. II some useful properties of symplectic 
maps. We then examine the characteristic polynomial for a 
general symplectic matrix of degree 2n and show how it may 
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be reduced to a polynomial of degree n. General expressions 
for the stability boundaries are then given in terms of the 
properties of this "reduced characteristic polynomial." This 
is accomplished in the general case by means of Sturm's 
method,17 which gives the number of real roots lying in a 
given interval for an arbitrary polynomial with real coeffi
cients. Maps through dimension 6 are more simply treated 
by an alternative method involving the discriminant of the 
reduced characteristic polynomial and absolute bounds on 
the stability region. In Sec. III we review the important role 
of the Krein signatures in determining the behavior ofsym
plectic maps of dimension greater than 2. These general re
sults are then applied to the specific cases of dimension 2, 4, 
6, and 8. The 2-D case is of course well known; the 4-D 
problem has been treated previously,4 but the effects of the 
Krein signatures were not included. These two cases are 
therefore described in Secs. IV and V for completeness and 
unity of treatment. The central result of the paper (Sec. VI) 
is a complete description of the stability boundaries for 6-D 
symplectic maps, which arise in time-periodic, three-degree
of-freedom Hamiltonian systems. In Sec. VII we also obtain 
explicit stability boundaries for 8-D symplectic maps, which 
requires Sturm's method for a complete solution. 

Section VIII addresses the question of the likelihood of 
encountering a double eigenvalue on S I and determines the 
typical behavior of a family of maps containing a member 
with a double eigenvalue on S I as one or more control pa
rameters are varied. The behavior depends on the signature 
of the eigenvalues and the Jordan normal form. We evaluate 
the codimension of the various possible cases having a dou
ble eigenvalue on S I and unfold them. We consider both the 
general and the reversible cases. 

II. SYMPLECTIC MAPS 

In this section we review some useful properties of sym
plectic maps and derive some general results about the sub
set of stable ones. 

A. Symplectic maps and canonical transformations 

A mapping M of a 2n-dimensional manifold is called 
symp/ectic l8 ifits tangent map L = DM, the derivative of M, 
preserves a non degenerate antisymmetric bilinear form, 
called the skew-scalar product, 

(2.1 ) 

for all S,llElR1n. By Darboux's theorem,18 local coordinates 
can always be found such that the skew-scalar product takes 
the standard form 

(2.2) 

where 

(2.3 ) 

and In is the nXn identity. Equivalently (in such a coordi
nate system) a mapping M is symplectic if its Jacobian ma
trix L satisfies 

(2.4 ) 
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for all x. It can be shown that det L = + 1, so that symplec
tic maps are volume preserving. 

Hamiltonian systems possess a natural symplectic 
structure. Indeed, Hamilton's equations in n degrees offree
dom can be written 

dx 
-=J'DH(x,t), 
dt 

(2.5) 

where x = (q,p) is the 2n-dimensional phase space point, 
H(x,t) is the Hamiltonian, and DH is its derivative with 
respect to x. Canonical transformations, those which pre
serve the form of Hamilton's equations and the value of the 
Hamiltonian, may then be recognized as symplectic maps in 
the standard basis (2.3). Invariance of the skew-scalar prod
uct (2.2) corresponds to conservation of the Lagrange 
bracket. It is also well known that the time evolution of a 
Hamiltonian system may be viewed as a symplectic map 
from arbitrary initial to final states. Hence the study of Ham
iltonian systems can often be reduced to that of symplectic 
maps, as mentioned in the Introduction. 

B. Eigenvalues of symplectic maps 

Let L be a symplectic matrix operating on lR2n. It may be 
shown from (2.4) that the characteristic polynomial 

peA) = det(L -AI) (2.6) 

is reflexive, i.e., 

peA -I) =,1 - 2np(A) (2.7) 

so that the coefficients of peA) form a palindrome l8
: 

P(A) = A 2n _ A 1,1 2n - I + AzA 2n - 2 _ ••• 

+AzA2-A IA +1. (2.8) 

The coefficients of P are easily expressed as functions of the 
matrix elements. 

Since L is real, it follows that complex eigenvalues occur 
in quadruplets (,1,,1 -1,,1 *,,1 *-1) unless 1,1 1= 1,whenthey 
occur in complex conjugate pairs, while real eigenvalues 
come in pairs A, A - I. FUrthermore, A, A *, A - I, and A *-1 
have the same multiplicity and Jordan block structure, and 
eigenvalues ± I have even multiplicity. It also follows that 
L is spectrally stable iff 1,1 I = 1 for all eigenvalues A. 

Following Broucke,4 we associate with each eigenvalue 
A a stability index 

p =,1 +,1 -I, (2.9) 

which plays a central role in our analysis, as illustrated by 
the following. 

Lemma: A real symplectic matrix is spectrally stable iff 
all stability indices p are real with Ip I < 2. 

Proof From (2.9), 

,12 - pA + 1 = 0 (2.10) 

so that 

A = ~ (p ± i(4 _p2)1!2). (2.11) 

IfO<p2<4, it follows from (2.11) that 1,1 I = 1. Conversely, 
if 1,1 I = 1, then 

p = 1,1 lei
9' + 1,1 I-Ie - i9' = 2 cos cp 

with cp real. 

J. E. Howard and R. S. MacKay 
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C. The reduced characteristic polynomial 

Using the reflexive property (2.7), dividing the charac
teristic polynomial (degree 2n) by A n yields a polynomial in 
P of degree n: 

Q(p) =..1 -np(A) 

=pn -A ipn- I + ". + (_ )nA~, (2.13) 

which we call the reduced characteristic polynomial. The co
efficients of Q are easily derived from those of P. In fact the 
transformation between them is affine and invertible. 

For a given root p, the corresponding eigenvalues 
(A,A -I) are then given by (2.11). Thus the calculation of 
the eigenvalues of a symplectic matrix has been reduced 
from solving a polynomial of degree 2n to one of degree n, 
plus the quadratic (2.10). This is not only a considerable 
reduction in effort, but also allows explicit expressions for 
the eigenvalues of the otherwise intractable 6-D and 8-D 
cases. More importantly, it will enable us to find necessary 
and sufficient conditions for spectral stability in arbitrary 
dimensions. 

D. Spectrally stable region 

We can restate the previous lemma as follows. 
Proposition: The symplectic matrix L: R2n 

-+ R2n is spec
trally stable iff all roots of Q(p) are real and lie in 
[ - 2, + 2]. 

Corollary: The set of reduced characteristic polynomials 
Q(p) for spectrally stable symplectic matrices is homeomor
phic to a closed ball in Rn, the interior corresponding to 
polynomials with all roots real and distinct and in 
( - 2, + 2). 

Proof: The map from {(PI,· .. ,Pn): -2<PI<"'<Pn 
< + 2} to monic polynomials of degree n with all roots real 
and in [ - 2, + 2], defined by 

(PI,. .. ,Pn) -+ II (p - Pi)' (2.14 ) 
i 

is a homeomorphism. The proof is analogous for the inter
iors. Q.E.D. 

In particular the stable region is simply connected. The 
same is true in the space of coefficients of the characteristic 
polynomial P(A), since the transformation between coeffi
cients of P and Q is a diffeomorphism. 

Also it follows from the form of the characteristic poly
nomial that the stable region is invariant under simultaneous 
reflection of all the odd coefficients of P(A). The same is true 
for Q(p). 

IA i 1< 2n, 
-2n, < A 2 < 2n (n - ), 

We now derive conditions on the coefficients of Q for all 
its roots to be real and in [ - 2, + 2]. For a polynomial 
Q(p) of degree n with roots PI, ... ,Pn' counting multiplicity, 
the discriminant is defined to be 

(2.15 ) 
l<} 

It is zero iff there is a multiple root. If all the roots are distinct 
it is positive or negative according as the number of complex 
conjugate pairs is even or odd. Thus a (Q) undergoes a 
change of sign every time a quadruplet leaves S I. The dis
criminant can be computed directly from the coefficients of 
Q without having to find the roots (Appendix A). 

Define ~n to be the set of polynomials Q of degree n 
satisfying 

(i) Q( + 2);;.0, 
(ii) (- )nQ( - 2);;'0, 
(iii) a(Q);;.o. 

Theorem: If L is spectrally stable then QE~n . 

(2.16) 

So if any of these conditions is violated then L is spec
trally unstable. However, except in 2-D, they are not suffi
cient for spectral stability. For example, in the 4-D case there 
are "wedge regions" where there are two real positive pairs 
or two real negative pairs of eigenvalues (look ahead to Fig. 
3) contained in ~2' Similarly, in 8-D there are configurations 
with two quadruplets belonging to ~4' In general, ~n can be 
decomposed into several regions with different configura
tions of eigenvalues, of which the stable region is but one. 

Proposition: The set of reduced characteristic polynomi
als Q(p) for spectrally stable symplectic maps is the closure 
of one component of the interior of ~n' 

E. Absolute bounds 

What we require now is some method to decide whether 
a given QE~ is in the stable region. We present first a partial 
answer which will turn out to be sufficient for n<3. The 
coefficients A ~ of Q are related to the roots Pi by 

Ai=LPo 

A; = LPiPj, 
i<j 

A~ =PI"'Pn' 

(2.17) 

The condition on the roots for spectral stability allows one to 
calculate absolute bounds on the coefficients for the stable 
region (Appendix B), for example, 

n even}, I 
- 2(n - 1), n odd 

IA; 1< 4n(n - l)(n - 2)/3, 
(2.18 ) 

2n(n - 2) - (4n -If)an2 + ~ an4.;; A ~ < ~ n(n - l)(n - 2)(n - 3), 

IA ~ I .;; 2n
, 
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where an is the closest odd (even) integer to (3n - 4) 1/2 for 
n odd (even). The motion is unstable if any of these condi
tions is violated. These bounds are optimal in the sense that 
for each bound there is a spectrally stable map for which 
equality is attained. 

F. Sturm's method 

A complete answer to the question of how many real 
roots a polynomial Q(p) has in a given interval [a,b] is pro
vided by Sturm's method, 17 which we now outline. Define 

Fo(p) = Q(p), 

FI(p) = Q'(p), 

and Fk , k>2, Gk , k> 1, inductively by division: 

Fk _ 2 (P) =Gk_I(P)Fk_I(P) -Fdp), 

deg(Fk ) <deg(Fk _ I ), 

(2.19 ) 

(2.20) 

until a constant polynomial F, is obtained (t<;deg( Q»). Let 
V(p) be the number of changes of sign of the sequence 
Fo(p), FI (p) '''., F" ignoring any zeros. Then the number of 
distinct real roots in (a,b] is 

V(a) - V(b). (2.21) 

If Q has any multiple roots then F, = ° and conversely. In 
that case F, _ 1 (p) is a greatest common divisor of Q(p) and 
Q ' (p). Then the number of distinct roots in the whole com
plex plane is 

deg(Q) - deg(F'_I)' (2.22) 

Thus all the roots of Q are real and in [a,b] iff 

V(a - ) - V(b + ) + d = deg(Q), (2.23 ) 

where 

V(a-) =lima'/a(a'), V(b+) =limb'"b(b'), 
(2.24) 

and 

{
O, 

d-
- deg(F'_I)' 

if F, =/=-0, 
otherwise. 

(2.25) 

This is quite an easy algorithm to implement. Typically, 

deg(Fk ) = deg(Fk _ l ) - 1 (2.26) 

and t = deg(Q). In this case the test reduces to 

( - )nFo( - 2»0, Fo( + 2»0, 

( - )nF,( - 2)<;0, F I( + 2»0, 

(2.27) 

because the only way to achieve V( - 2) - V( + 2) = n is 
for the signs to alternate at - 2 and be constant at + 2. The 
case with all the above inequalities reversed is impossible 
since Q(p) begins with + pn. 

The top pair of conditions are just the first two condi
tions defining l:n (2.16). We believe that the last condition is 
equivalent to the third condition defining l:n' because 
Fn = ° iff there is a multiple root and we suspect that Fn and 
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a always have the same sign (see Appendix A). The other 
inequalities select the correct "component" of l:n . 

G. Stability boundary 

From the results of Sec. II B limiting the possible eigen
value configurations, it follows that there are just three basic 
ways for a symplectic map to lose spectral stability, as de
picted in Fig. 1. 

(i) Tangent bifurcation: Two eigenvalues coalesce at 
A. = + 1 and split along the positive real axis (a stability 
index increases through + 2). 

(ii) Period-doubling bifurcation: Two eigenvalues co
alesce at A. = - 1 and split along the negative real axis (a 
stability index decreases through - 2). 

(iii) Krein collision: Two complex conjugate pairs of 
eigenvalues collide and split off Slat a point where A. 2=/=-1 
(two stability indices in [ - 2, + 2] merge and become com
plex). 

Combinations of the above cases or the occurrence of 
eigenvalues of multiplicity greater than 2 are clearly possi
ble, and are included in the above statement. 

The first two cases are so named because, typically, peri
odic orbits of the full nonlinear map suffer tangent (saddle
node) and period-doubling bifurcations, respectively, in 
these cases. Krein collisions are named after M. G. Krein, 19 

who proved that additional invariants exist for symplectic 
maps with eigenvalues on S I, which may prevent colliding 
eigenvalues from leaving S I. These invariants, called the 
Krein signatures, will be described in Sec. III. 

Thus most of the information on the boundary of spec
tral stability is contained in the reduced characteristic poly
nomial. 

Theorem: The boundary of the set of reduced character
istic polynomials Q(p) corresponding to spectrally stable 
symplectic maps of dimension 2n is the union of the sets of 
spectrally stable maps on three"transition boundaries" giv
en as functions of the coefficients of the reduced characteris
tic polynomial Q(p) as follows: 

\ 

~period 
~-DOUbling 

\ . 

-e-~G~-e-
'2) • 

I 

Tangent ~ 
Bifurcation ~ 

Krein 
Collision 

FIG, 1. The three destabilization routes for symplectic maps. 
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(i) Tangent bifurcation: Q( + 2) = 0 (P( + 1) = 0); 

(ii) Period-doubling bifurcation: Q( - 2) = 0 (P( - 1) = 0); (2.28) 

(iii) Krein collision: 6. (Q) = o. 

Note that not every system on one of these boundaries is 
spectrally stable. Absolute bounds or Sturm's method can be 
used to find the spectrally stable part. In particular, the tran
sition boundary 6.(Q) = 0 contains other possibilities than 
Krein collisions, e.g., merging of two pairs of real eigenval
ues into one, merging of two quadruplets into one, and merg
ing of a quadruplet into a real pair. But the only part of this 
transition boundary which adjoins the stable region is the 
part where there is a Krein collision. 

While it is easily proved that all symplectic maps satisfy
ing (i) or (ii) are either already spectrally unstable or on the 
boundary of both spectral and linear stability, this is not true 
for maps satisfying (iii). The outcome depends on the Krein 
signatures, which we shall now describe. 

III. KREIN'S THEOREM 

We present here the basic ideas and results about Krein 
signatures. 13.14.19 

Consider a real linear symplectic map with a pair of 
eigenvalues A, A * on S I, with A 2 #- 1. Let VA be the corre
sponding real invariant subspace, that is, the space of tangent 
vectors of the form x = ~ + ~*, where ~ is a generalized ei
genvector16 for A, i.e., there is an integer k such that 

(L _M)k~ = O. (3.1 ) 

Then 

q(x) = [x,Lx], XEVA (3.2) 

is a real quadratic form which can be shown to be nondegen
erate on VA' As is well known, a nondegenerate quadratic 
form can be diagonalized to a unique canonical form 

2m 

q/(y) = I Ejy~' (3.3 ) 
;=1 

where Ej = ± 1 and 2m = dim VA' The numbers m+ of 
positive terms and m _ of negative terms are independent of 
how the quadratic form is diagonalized. We define the signa
ture of the eigenvalue pair (A, A *) to be the ordered pair 
(m +, m _ ). It can further be shown that m + are both even 
(for A on S 1,\ { ± I}), so we shall often write the signature 
symbolically as a string of pluses and minuses, e.g. 
( + ... + - '" - ), with m+/2 pluses and m_/2 min
uses. The signature may be calculated by any standard tech
nique, such as Lagrange's method. 20 

The signature of an eigenvalue pair (A,A *) is preserved 
under continuous perturbation of L so long as A does not 
reach ± 1, collide with another eigenvalue, or split into two 
or more eigenvalues. In the second and third cases, the total 
signature is still conserved, provided that the eigenvalues 
avoid ± 1. 

The signatures are significant because they may restrict 
the motion of the eigenvalues as parameters vary, according 
to the following. 
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Krein's Theorem 19: Consider a symplectic map L with a 
pair of multiple eigenvalues ,1,,1 * onS 1 such that A #- ± 1. If 
the Krein signature is (positive or negative) definite (i.e., 
m_ = Oor m+ = 0), then the map has diagonalJordan nor
mal form on the corresponding generalized eigenspaces and 
the eigenvalues cannot leave Slunder small perturbation of 
L. 

This is easy to see because q(x) = [x,Lx] is invariant 
under L. If it is definite then all orbits must remain bounded. 
Also it will remain definite for all nearby systems as they will 
be stable too. 

This was proved independently by Moser,12 who also 
proved a converse. 

Moser's Theorem: If the signature is mixed (m+ #-0 
and m_ #-0) then (i) either the Jordan normal form is non
trivial or it can be made so by arbitrarily small perturbation, 
and (ii) the eigenvalues can be split to form (at least) a 
complex quadruplet by arbitrarily small perturbation of L. 

Putting together these two theorems, we obtain the fol
lowing. 

Theorem: The boundary of spectral stability in the space 
of linear symplectic maps of dimension 2n is the subset of 
spectrally stable maps with an eigenvalue ± 1 or a multiple 
eigenvalue on S 1 of mixed signature. It is also the boundary 
of linear stability. 

This still leaves open, however, the question of whether 
typical perturbations of maps with eigenvalues of mixed sig
nature will lead to instability. In Sec. VIII we shall deter
mine the typical behavior of systems with double eigenvalues 
on S 1 as parameters vary, for both mixed and definite signa
tures. We will also treat the cases of double eigenvalues ± 1. 

The Krein signature can be defined similarly for real 
pairs (A, 1/,1), with A #- ± 1 and for complex quadruplets 
(A, 1/,1, A *, 1/,1 *), but in both these cases there is only one 
possibility for the signature, viz., m_ = m+ = m. If 
,1= ± 1 then q(x) must be degenerate, the degree of degen
eracy depending on the Jordan normal form. 

The total signature of q(x) = [x, Lx], xEIR2n, is the sum 
of the signatures of the real invariant subspaces correspond
ing to pairs of eigenvalues on the unit circle, complex qua
druplets and eigenvalues ± 1. Thus these observations, plus 
the remark already made that the m ± are even for eigenval
ues on the unit circle (#- ± 1), gives one quite a lot of infor
mation about the configuration of the eigenvalues of L from 
q(x) without calculating the characteristic polynomial of L. 
For example, if q is definite then L is linearly stable. If m + or 
m _ is odd then L is linearly unstable. But if m ± are nonzero 
and even then L may be stable or unstable. 

Analogous results for linear stability of equilibria of 
Hamiltonian systems are given in Ref. 21. 

IV. TWO-DIMENSIONAL MAPS 

Although the stability properties of 2-D maps are well 
known, we include a brief treatment of this case for com-
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pleteness and to illustrate the general method. In two dimen
sions, symplectic maps are just those which preserve orient
ed area. The characteristic polynomial is 

P(A)=A 2 -AA+I, (4.1) 

with A = Tr L. Hence the reduced characteristic polynomi
al is simply 

Q(p) =p -A, (4.2) 

so that L is spectrally stable iff IA I <2. The stability bound
ary consists of the points A = 2 (tangent bifurcation), and 
A = - 2 (period-doubling bifurcation). Since Q(p ) is of de
gree 1, the Krein collision cannot occur. Nevertheless, the 
Krein signature is still well defined and it is instructive to 
evaluate it. 

Write 

L = [: !]. 
Then, with x T = (X I,x2)' Eq. (3.2) becomes 

q(x) = exi + (d - a)x lx 2 - bxL 

(4.3) 

(4.4 ) 

which may be diagonalized by completing the square on XI 

to obtain 

q'(y) =eyi + [4- (TrL)2]y~/4c (4.5) 

(if e#O), where we have used the fact that det L = + 1. 
Thus for 2-D area-preserving maps the Krein signature is 
definite for elliptic orbits and mixed for hyperbolic orbits, as 
the results of the previous section imply. In the elliptic case 
the signature is the sign of e (it is easy to show then that e # 0, 
in fact be < 0). 

V. FOUR-DIMENSIONAL MAPS 

Four-dimensional symplectic maps arise from time-pe
riodic Hamiltonians of two degrees of freedom, or from au
tonomous three-degree-of-freedom Hamiltonian systems. 
The characteristic polynomial has the form 

P(A)=A 4 -AA 3 +BA 2 -AA+l, (5.1) 

where, by the method of Leverrier, 18 

A = Tr L, 2B = (Tr L)2 - Tr(L 2). (5.2) 

Alternatively, the standard expression 

(5.3 ) 

is somewhat more efficient computationally. 
Dividing P(A) by A 2 and collecting terms gives the re

duced characteristic polynomial 

Q(p) =p2 -Ap + B-2. (5.4) 

The stability indices are therefore 

p =! (A ± (A 2 - 4B + 8)1/2) (5.5 ) 

and (2.11) yields the four eigenvalues. 
The transition boundaries for bifurcations are given by 

substitutingp = ± 2 in (5.4) or A = ± 1 in (5.1), which 
yields the lines 

1041 

A= + 1: 

A = -1: 

B= +2A -2, 

B= -2A -2, 
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(5.6) 

(5.7) 

12 

B 

10 

8 

0- ~ 
6 

FIG. 2. Stability diagram for 4-D symplectic maps; A and B are the two 
coefficients of the characteristic polynomial. 

which intersect transversely at A = 0, B = - 2, as shown in 
Fig. 2. The motion is unstable to the right of (5.6) and to the 
left of (5.7). The transition boundary for Krein collisions is 
given by . .:l(Q) = 0, which is the parabola 

B =A 2/4 + 2 (5.8) 

on which the double root is p = A /2. The motion is unstable 
about this curve, where the stability indices become com
plex. The lines (5.6) and (5.7) are tangent to the parabola at 
the points A = ± 4, B = 6. The regions wedged between the 
parabola and the tangent lines to the right of A = + 4 and 
left of A = - 4 are also unstable, as shown in the inserts. 
The stable region is thus the arrowhead-shaped region en
closed by the three curves as shown. These results were de
rived by Broucke4 in connection with the restricted three
body problem (see also Refs. 1, 11, and 12). 

In summary, a 4-D symplectic map is spectrally stable 
iff the following conditions are simultaneously satisfied: 

B>2A - 2, B> - 2A - 2, 

B<A 2/4 + 2, B<6. 
(5.9) 

Equivalent conditions may also be obtained very efficiently 
by applying Sturm's method to (5.1). 

Now, by Krein's theorem, not all maps reaching the 
parabola (5.8) can actually destabilize, only those with 
mixed signature. This requires calculating the total signa
ture of [x, Lx], with xER4

, as explained in Sec. III. If the 
signature is definite then it is impossible to cross the Krein 
collision boundary. Indeed, we will see in Sec. VIII that it is 
quite unlikely to even reach it. If the signature is mixed, 
destabilization is possible, and in fact typical, as we shall also 
demonstrate in Sec. VIII. 
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VI. SIX-DIMENSIONAL MAPS 

We now take up the main business of this paper, which is 
to calculate the stability boundaries for the space of 6-D 
symplectic maps. Such maps arise in time-periodic three de
gree of freedom Hamiltonian systems, and are of current 
interest in orbital stability in particle accelerators. The char
acteristic polynomial is 

P(A) = A 6 _ AA 5 + BA 4 _ CA 3 

+BA2 -AA + 1. (6.1 ) 

Again using the method of Leverrier, we find 

A = Tr L, 2B = (Tr L)2 - Tr(L 2), 

3C = Tr(L 3) - A Tr(L 2) + B Tr L. 
(6.2) 

Alternatively, Band C are more economically computed us
ing the standard expansions (5.3) and 

Lii Lij Lik 

C = L Lji Ljj Ljk (6.3) 
i<j<k 

Lki L kj Lkk 

Dividing P(A) by A 3 gives the reduced characteristic 
polynomial 

Q(p) = p3 _ Ap2 + Dp - E, (6.4) 

where 

D=B-3, E=C-2A. ( 6.5) 

The eigenvalues are then given by (2.11). Thus the calcula
tion of eigenvalues has been reduced from numerically solv
ing the generally intractable sextic (6.1 ), for which algebraic 
solutions do not exist, to the solvable cubic (6.4) and qua
dratic (2.10). 

The transition boundaries for bifurcations are again giv-
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en by substituting P = ± 2 in (6.4), or A = ± 1 in (6.1), 
which yields the planes 

A= +1: A-B+CI2= +1, (6.6) 

A= -1: A+B+CI2= -1, (6.7) 

which intersect at an angle cos- I (V = 83.62° along the line 
C = - 2A, B = - 1. In viewing the stability region it there
fore seems natural to orient the B axis vertically, with the 
planes (6.6) and (6.7) forming thelower boundary (Fig. 3). 

The upper boundary is formed by the surface defined by 
the vanishing of the discriminant of the cubic (6.4), i.e., 

~ = - 4p 3 - 27q2 = 0, (6.8) 

where 

P =D -A 2/3, 

q = - E + AD 13 - 2A 3/27 

( 6.9a) 

(6.9b) 

are the coefficients of the reduced cubic. 17 Substituting in 
(6.8) then yields the two-sheeted quartic surface 

A 2Dl + l8ADE = 4A 3E + 4D 3 + 27E2 (6.lOa) 

or 

(AD - 9E)2 = 4(A 2 - 3D)(D 2 - 3AE) (6.lOb) 

on which the corresponding double zero of (6.4) is 

PI = (AD - 9E)/2(A 2 - 3D) 

=2(D 2 -3AE)/(AD-9E}. (6.11) 

The two smooth sheets join at a cusped ridge where 
p = q = 0, along which PI = P2 = P3 = A 13, so that 

A 2=3D, AD=9E, D2=3AE. (6.12) 

Figure 3 is a perspective view of the striking stability 
region bounded by the intersecting planes (6.6) and (6.7) 

FIG. 3. Perspective view of stability region 
for 6-D symplectic maps in the space of 
characteristic polynomial coefficients 
(A,B,C). The planes P +Q+Q_ and 
P _ Q _ Q + (the latter mostly out of view) 
are the transition boundaries for tangent 
and period-doubling bifurcations, respec
tively, and the quartic surface (one sheet 
clearly visible shaded) is the transition 
boundary for Krein collisions. Allpi = ± 2 
at P"" respectively, while PI = + 2, 
P2= -2onQ+Q_withp3= ±2atQ±, 
respectively. All Pi are equal on the cusped 
ridgeP +P_. 
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B 

3 

3 

(a) 

and the quartic surface (6.10). The stability boundary is the 
rather complicated surface formed by the three intersecting 
transition boundaries. Each sheet of the quartic surface in
tersects one plane tangentially and the other transversely. 
Together with the cusped ridge, these intersections form two 
roughly triangular spires terminating at the points P + and 
P _. The ridge curls over and becomes tangent to the 
P = ± 2 plane as each peak is reached. It is easily seen from 
the form of the characteristic equation that the stability 
boundary has reflection symmetry, i.e., the surface is invar
iant under the transformationA~ - A, C~ - C. The figure 
therefore has bilateral symmetry when viewed from any di
rection perpendicular to the B axis. Figure 4 depicts the in
tersections of the stability region with theAB and CB coordi
nate planes, clearly showing the cusped ridge, bilateral 
symmetry, and the transverse and tangential intersections of 
the quartic surface with the bifurcation planes. We now give 
explicit expressions for the various intersections of the tran
sition boundaries; detailed derivations may be found in Ap
pendix C. 

The P = 2 plane (6.6) is tangent to one sheet of the 
quartic surface along the line 

(A - 2)/1 = (B + 1)/4 = (C + 4)/6, (6.13 ) 

where PI = pz = 2, intersecting the second sheet transverse
ly along the curve given by 

A z + 4 = + 2C, A - B + C /2 = 1, (6.14 ) 

where PI = pz and P3 = + 2. 
Similarly, the P = - 2 plane (6.7) is tangent to the sec

ond sheet along the line 

(A + 2)/1 = (B + 1)/( - 4) = (C - 4)/6, (6.15) 

wherepi = pz = - 2, intersecting the first sheet transverse
ly along the curve 

A Z+4= -2C, A+B+C/2= -1, (6.16) 

where PI = pz and P3 = - 2. 
These intersections bound the line formed by the inter

secting tangent planes at the points Q _ = ( - 2, - 1,4), 
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B 

3 

(b) 

2 C 

FIG. 4. Two cross sections of the 
6-D stability region: (a) A = 0 
and (b) C = 0, showing bilateral 
symmetry, the cusped ridge, and 
transverse and tangential inter
sections of the quartic surface 
with the bifurcation planes. 

wherepi =P3 = - 2 andpz = 2, and Q+ = (2, - 1, - 4), 
where pz = P3 = 2 and PI = - 2, as shown in Fig. 3. The 
line (6.13) and the curve (6.16), lying in the tangent plane 
(6.6), intersect the cusped ridge (6.12) tangentially at the 
point P + = (6,15,20), wherepi =pz =P3 = + 2. Similar
ly, the line (6.14) and curve (6.13) join with the cusped 
ridge at the opposite point P _ = ( - 6,15, - 20), where 

PI=PZ=P3= -2. 
The simply connected stability region thus formed is 

shown in Appendix B to be bounded absolutely by 
- I<B< 15, IA 1<6, and IC 1<20. Of these, the singlecondi

tion B < 15 suffices to eliminate unstable parts of ~3' because 
only one component of its interior is left. 

In summary, a general6-D symplectic map is spectrally 
stable iff the following conditions are simultaneously satis
fied: 

B>A + C /2 - 1, B> - A - C /2 - 1, 

(AD - 9E)z<4(A z - 3D) (D z - 3AE), B< 15. 
( 6.17) 

Equivalent conditions may be obtained via Sturm's method, 
but they are somewhat more complicated. Note that the 
Krein collision condition [( 6.10) and the third condition 
above] is quartic in A, cubic in B, but only quadratic in C, 
which greatly facilitates practical calculation of stability 
boundaries. 

As in the 4-D case, whether a map satisfying the Krein 
collision condition is actually on the boundary of stability 
depends on the Krein signatures. It is straightforward to 
calculate the total signature by diagonalizing [x,Lx], with 
xElR6 . If it is definite, then the eigenvalues cannot leave S I. 

However, if the signature is mixed ( + + - or + - - ), 
then, except in the case of triple collisions, one must deter
mine which eigenvalues have which signatures. This ques
tion does not arise in the 4-D case where there is only one 
possible collision to consider. We have not found a simple 
way to identify signatures with eigenvalues except by actual
ly calculating the eigenspaces and evaluating [x, Lx] on 
each of the corresponding subs paces V1.· 
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VII. EIGHT-DIMENSIONAL MAPS 

We shall limit the treatment of the S-D case to a deriva
tion of the transition boundaries, without identifying tan
gent lines, etc. 

The characteristic polynomial is 

P(A) = A 8 _ AA ? + BA 6 - CA 5 + DA 4 

- CA 3 + BA 2 - AA + 1, (7.1) 

where the new coefficient D is given by 

4D=Tr(L4) -ATr(L3) +BTr(L2) -CTrL (7.2) 

or 

La Lij Lik Li/ 

D= I 
Lji L jj Ljk LjI 

i<j<k<i Lki L kj Lkk Lki 

L/i Llj Lik Ll/ 

with the other coefficients as in the 6-D case. 
The reduced characteristic polynomial is 

Q(p) =p4 -A 'p3 +B'p2 - C'p +D', 

where 

A ' = A, B' = B - 4, 

C' = C - 3A, D' = D - 2B + 2. 

(7.3 ) 

(7.4 ) 

(7.5) 

The transition boundaries for tangent and period-dou
bling bifurcations are given by setting p = ± 2 in (7.3) or 
,1= ±lin(7.1): 

A = + 1: A - B + C - D /2 = + 1, 

A = - 1: A + B + C + D /2 = - 1. 

These hyperplanes intersect in the two-plane 

2B + D + 2 = 0, A + C = o. 

(7.6) 

(7.7) 

The transition boundary for Krein collisions is given by 
setting the discriminant ,:l(Q) = O. This may be accom
plished by means of a theorem from the classical theory of 
equations. The "resolvent cubic" R (y) is defined byl? 

R(y) =y3 _B'yZ + (A 'c' - 4D')y 

- (A ,zD' - 4B'D' + C,z). (7.S) 

which may alternatively be obtained by the method outlined 
in Appendix C. 

Thus the transition boundary for Krein collisions is a 
sixth-degree, three-dimensional hypersurface embedded in 
the four-dimensional space of coefficients (A,B,C,D). 
Whether or not a spectrally stable system satisfying (7.13) is 
actually on the boundary of stability depends again on the 
Krein signatures. 

A new feature of the eight-dimensional case is that sta
bility can be lost by Krein collision without the discriminant 
(7.10) becoming negative. This is because (7.10) is the 
equation for a double stability index, which includes more 
situations than Krein collisions when 2n>S. In particular, it 
also includes collisions of complex quadruplets off S I, that is 
PI = P2' P3 = P 4 = pT· The condition for two double stability 
indices PI = P2' P3 = P4 is 

C'2 =A ,zD', A'3 =4A 'B' - SC'. (7.14) 

This forms a two-dimensional surface embedded in the 
three-dimensional hypersurface (7.13). It has two parts, 
corresponding to double quadruplets and to two double 
pairs. They meet in the special case of a pair of quadruple 
eigenvalues onS I withpl = P2 = P3 = P4 (real) given by the 
one-dimensional curve: 

D' = (A '/4)4, C' =A '3/16, B' = 3A '2/S, (7.15) 

which lies on the surface (7.14). 

Thus if the signature has m+ = m_, it is possible to 
make a transition from spectral stability to instability via 
(7.15), with the discriminant (7.13) remaining zero after 
the transition case if the system remains on (7.14) orbecom
ing positive again by forming two complex quadruplets. 

It turns out that a map on (7.14) has double quadru
plets iff 

D'> (A '/4)4, (7.16) 

but we still require a test to determine whether a map cross
ing (7.13) via a point on (7.15) loses stability or not. 

The stable region is invariant under reflection about the 
B'D 'plane:A'~ -A ',C'~ - C'. The stable region maybe 
shown (Appendix B) to be bounded by 

IA'I<S, - S<B'<24, IC'I<32, ID'I<16, (7.17) It may then be shown that 

,:l(R) = a(Q). 

The discriminant of (7.S) is 

a(R)= _(4p3+27q2), 

(7.9) and each ofthese bounds is optimal. But they do not elimi
nate all unstable polynomials in 'l4; some cases with two 
quadruplets remain. We must use Sturm's method to obtain 

where 

p = A ' C' - 4D ' - B ,z /3 

and 

q = D'(SB '/3 -A '2) 

- C'2 +A 'B'C'/3 - 2B'3/27 

(7.10) a complete answer. 
For (7.4) Sturm's sequence is 

(7.11) Fo(p) = p4 - A 'p3 + B 'p2 - C 'p + D', 

FI (p) = 4p 3 - 3A 'p2 + 2B 'p - C', 

(7.12 ) 

F2 (p) = - Fp2 - Ep - P, 

F3 (p) = Hp + f, 
are the coefficients of the reduced cubic. Setting ,:l (Q) = 0 
then yields the desired result, in terms of primed variables, 

F4 (p) = P - fl, 

GI(p) =p/4 -A '/16, 

G2(p) = -4p/F-G, 

G3(p) = -Fp/H +l, 

4[B'2/3 + 4D' -A 'C'P 

= 27[D'(SB'/3 -A '2) 

(7.13) where 
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F= B '/2 - 3A '2/16, 

P=D' -A 'C'/16, 
E =A 'B '18 - 3C'/4, 

G= - (3A I -4EIF)IF, 

H=GE-2B'+4PIF,I=GP+C', 

J= (-E+IFIH)IH. 
(7.19) 

Applying the results of Sec. II F we find that the map is 
spectrally stable iff 

16 + 4B' + D ';>18A' + 2C ' 1 (Q( - 2), Q( + 2);>0), 

112A' + C'1<32 + 4B', 
2IEI<-P-4F, (7.20) 

II I <2H, 
P;>IJ (6.(Q);>O). 

VIII. CODIMENSION AND UNFOLDING OF SYMPLECTIC 
MAPS HAVING DOUBLE EIGENVALUES ON THE UNIT 
CIRCLE 

It was shown in Sec. III that a Krein collision, 
PI = P2E ( - 2, + 2), can never precipitate unstable motion 
if the corresponding Krein signature is positive or negative 
definite. If the signature is mixed, then Moser showed that 
destabilization is possible under appropriate perturbation. 
However, this leaves open the question of whether destabili
zation is likely. A preliminary question is whether collision 
itself is even likely. 

In this section we employ some concepts of singularity 
theory22.23 to quantify the likelihood that eigenvalues mov
ing on S I will collide and to analyze how the eigenvalues will 
move for maps near a collision case. We begin by recalling a 
few definitions. 

Definitions: Given a submanifold N embedded in a 
manifold M, the codimension of N in M is codim N 
= dim M - dim N. It is the dimension of any complemen

tary space to the tangent space at any point of N. 
Two submanifolds N, and N2 of a manifold M are trans

verse at a point L of intersection if the sum of the tangent 
spaces to N, and N2 at L together span the tangent space to 
MatL. 

An unfolding of a point Lo on a submanifold N of a 
manifold Mis a differentiable family L(fi), withfiElRm

, for 
some integer m, and L(O) = L o. 

The unfolding L (fi) is transverse to Nat Lo if the sum of 
the range of the derivative JL I Jfi and the tangent space to N 
span the tangent space to M at L o. 

The unfolding L (fi) is minitransversal 22 if it is trans
verse to Nat Lo and m = codim N. 

Some authors (e.g., LU23 ) use the term "universal" for 
our "minitransversal," but we follow Arnol'd22 who reserves 
"universal" for an unfolding L (fi) for which, given any oth
er unfolding L '( v), there exists a unique differentiable pa
rameter map V-fi such that the L '( v) is equivalent to 
L (fi (v)) under the equivalence relation of interest. Universal 
unfoldings in this sense do not exist for our problems. 

A. Summary of results 

We shall prove the following results in Sec. VIII B. 
( 1 ) The subsets of symplectic maps (in arbitrary dimen-
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sion 2n;>4) having a double eigenvalue A =1= ± 1 on S I and 
diagonal Jordan normal form (JNF) and positive or nega
tive definite or mixed signature each have codimension 3. 
Thus one is unlikely to encounter such cases in one- and two
parameter families. In particular, from Krein's theorem the 
JNF is always diagonal for eigenvalues of definite signature. 
For example, one- and two-parameter families of 4-D sym
plectic maps with definite signature are unlikely to contain 
any cases with (A,B) lying on the parabola in Fig. 2. 

(2) The case ofa double eigenvalue A =1= ± IonS I with 
nontrivial JNF, however, has codimension 1, and can there
fore occur robustly in one-parameter families. 

(3) The case of a double eigenvalue ± 1 has codimen
sion 3 for diagonal JNF and codimension 1 for nontrivial 
JNF. 

( 4) For mini transversal unfoldings of these cases there 
is a smooth reparametrization fi such that the relevant stabil
ity indices evolve as follows. 

(a) Definite signature: 

(P2 _PI)2 =fii +fi~ +fi;· 

(b) Mixed signature, nontrivial JNF: 

(P2 _PI)2 =fil' 

(c) Mixed signature, diagonal JNF: 

( )2 2 2 2 
P2 -PI =fil -fi2 -fi3' 

(d) Double eigenvalue ± 1, diagonal JNF: 

P = ± (2 + fii - fi~ + fii)· 
(e) Double eigenvalue ± 1, nontrivial JNF: 

P = ± (2 +fi,), 

(8.1) 

(8.2) 

(8.3 ) 

(8.4 ) 

(8.5) 

Consequently, typical one-parameter families ap
proaching a case with a double eigenvalue of definite signa
ture have an "avoided collision" (P2 - PI)2 = fi2 + lP for 
some real {j =1= O. The eigenvalues approach each other on S I, 

but reach a minimum separation and then move away. How
ever, typical one-parameter families containing a case with a 
double eigenvalue of mixed signature with nontrivial JNF 
have a parabolic collision of eigenvalues on S I, separating 
parabolically as a quadruplet. One-parameter families pass
ing near a case with a double eigenvalue of mixed signature 
and diagonal JNF can do various things. One possibility is a 
"bubble of instability," in which the eigenvalues collide on 
S I, split off as a quadruplet, but then recombine on S I, again 
splitting as two pairs on S I. Conversely, a quadruplet can 
have a "bubble of stability," combining momentarily on S I 

where they split off as two pairs and subsequently recombine 
and split off S 1 as a quadruplet. Avoided collisions are also 
possible in this case. We leave it to the reader to make the 
analogous predictions for the cases of eigenvalues ± 1. 

One can also deduce the form of the stability diagrams 
for typical two-parameter families passing near case (c). 
The set with a double eigenvalue is the cone fii = fi~ + fi~' 
so that typical 2-D sections are as sketched in Fig. 5(a), but 
Fig. 5 (b) is not stable to perturbation. 

Many symplectic maps L occurring in physical applica
tions are reversible, i.e., there exists a map R with the proper
ty that R 2 = (RL) 2 = I, and which reverses the symplectic 
form. We show in Appendix D that coordinates can be cho-
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two pairs on 

(a) o 
quadruplet 

~ quadruplet 

the unit circle 

(b) 

FIG. 5. (a) Two robust possibilities for stability diagrams in two-parameter 
families of symplectic maps near a case with a double eigenvalue of mixed 
signature with diagonal Jordan normal form. (b) A nonrobust stability dia
gram in general, but robust for two-parameter families of reversible maps. 

sen such that R (q,p) = (q, - p). Then, in the space of such 
matrices, the codimension of all the above cases having codi
mension 3 drops to 2, so that they are a little less unlikely to 
occur. Minitransversal unfoldings are now 2-D; one obtains 
the same results as before, but with f13 = 0 in each case. The 
main change is that Fig. 5(b) becomes a robust stability 
diagram for two-parameter families with mixed signature. 
These results directly parallel those for the eigenvalues of 
equilibria of Hamiltonian systems. 18.21 

B. Calculation of codimension and unfolding 

In this subsection we provide proofs for the results sum
marized in the previous subsection. It will prove useful to 
represent canonical transformations by "Poincare generat
ing functions of the second kind," Sex - x'), for which24

,25 

x + x' = - J'DS(x - x'), (8.6) 

where x = (q,p) and derivatives are taken with respect to 
the difference variables x - x'. Provided 

(8.7) 

[which is in fact equivalent to det(J'D 2S + I) #0] these 
relations generate a symplectic map x' = M(x), locally. Ev
ery symplectic map with a fixed point with no eigenvalue 
A. = + I has such a generating function locally. For the lin
earization L = DM at a fixed point, taken to be at the origin, 
(8.6) becomes 

x + x' = -J'D 2S'(x - x'), 

where D 2 S is the 2n X 2n Hessian matrix 

D 2S= [Sqq Sqp] 
Spq Spp 

evaluated at zero. 
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(8.8) 

(8.9) 

The generating function Sex - x') is particularly well 
suited for treating reversible maps, as will be seen. 

The eigenvalues A. i of L are given by the characteristic 
equation 

det(J· D 2S + kI) = 0, 

where 

(8.10) 

(8.1l) 

Note that since ± k correspond to A. and A. -I, the character
istic polynomial will be a function of k 2 alone. 

The total Krein signature is easy to read off from the 
generating function, as follows. 

Lemma.' For the linear map x I = Lx generated by (8.8), 

Sex - x') - S(O) = [x,Lx]. (8.12) 

Proof: 

(8.13 ) sex-x') -S(O) =~(X_XI)T·D2S·(X_X'). 

Premultiplying (8.8) by (x - X')T.J then yields 

(X-X' )T'D 2S'(X-X/) = (X-X/)T·J·(X+x' ) 

= 2xTJx', (8.14) 

which establishes (8.12). Q.E.D. 
Thus since x .... x - x' is invertible (L has no eigenvalue 

+ 1) the quadratic form [x,Lx] is equivalent to the Poin
care generating function Sex - x') for the tangent map, so 
that in particular the Krein signature is the signature of S. 

Next we use this Poincare generating function represen
tation to calculate the codimension of the subset of symplec
tic maps having a double eigenvalue on S 1, with definite or 
mixed signature, diagonal or nontrivial JNF. 

1. Definite signature 

Williamson26 showed that if a symplectic map L has a 
double eigenvalue A. on S I with definite signature (without 
loss of generality + + ), then coordinates can be found on 
the subspace VA. to cast L into a certain normal form, corre
sponding to the generating function 

S(q,p) =k2(qt +pt +q~ +p~)/2 (8.15) 

with k = (I + A.) I (1 - A.). Let us restrict our attention to 
LA. = L I VA.; the other eigenspaces play no role. We also de
fine the orbit of LA. under the group Sp ( 4) of 4-D symplectic 
matrices, 

(8.16 ) 

that is, the equivalence class of LA. under symplectic coordi
nate changes. 

The generating function for TLT - I is So T - 1. The orbit 
O(LA.) is a submanifold because (i) it is an algebraic variety, 
as it is given by polynomial equations in terms of generating 
functions, and (ii) it is homogeneous, because it is a group 
orbit. The desired quantity is then the codimension of the 
union over A.ES 1,\ {± I} of the orbits O(LA.): 

x++ = U O(LA.)' 
A. 

(8.17) 

It suffices to evaluate the codimension of the tangent 
space to x+ + at LA.' All symplectic coordinate changes T: 
x .... x' near the identity can be generated by the "Poincare 
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generating function of the first kind," 7(X + x'), in terms of 
which 

x - x/ = J'D7(X + x'). (8.18 ) 

For the linearization at a fixed point, again taken at the ori
gin, 

x - x/ = - J'D 2
7' (x + x'), (8.19) 

where D 27 is evaluated at the origin. Conversely, any qua
dratic function 7( x + x/) satisfying (8.7) yields a linear 
symplectic map, in this case avoiding eigenvalues A = - 1 
rather than + 1. It is also well suited for dealing with rever
sible maps. 

To first order in 7, 

x = T -IX/ = (l - 2J'D 27) ·x/. (8.20) 

Using (8.20) in (8.15) and multiplying out, with 
x/ = (Q,P), we find, to first order in 7, 

SoT-I(Q,P) 

=!k2[Qi +Pi +Q~ +P~ 

+ 47p,q, (Pi - Qi) + 47p,q, (P~ - Q~) 

+ 4( 7q,q, - 7p,p, )QIPI + 4( 7q,q, - 7p2P, )Q2P2 

+ 4( 7p,q, + 7p,q, ) (PIP2 - QIQ2) 

(8.21) 

As 7 varies, this yields a six-dimensional space of generating 
functions embedded in the ten-dimensional space of a1l4-D 
generating functions, so that the orbit O(L}.) has codimen
sion 4. Taking the union over A (or equivalently, over k) 
shows that x+ + has codimension 3, as claimed in Sec. 
VIII A above. 

This result implies that in one- or two-parameter fam
ilies, two eigenvalues on S I with the same signature are un
likely to collide. To find out what they are likely to do in
stead, let us examine the effect of adding a general 
perturbation sex) to (8.15). Since ± k are both roots, we 
know that the characteristic Eq. (8.10) has the form 

k 4 +Bk 2+C=0, (8.22) 

where B = det D 2S and 

C -'" II Ij I
J·D 2S.. J'D2S'1 

- £.. 2 2 
i<j J'D Sji J'D Sjj 

(8.23 ) 

We find that the discriminant a = B 2 - 4C vanishes to first 
order in s. Retaining second-order terms and diagonalizing 
the resultant quadratic form gives 

a = k 4 [(Sq,q, + sp,p, - Sq,q, - SP2P, )2 

(8.24 ) 

Examining the formula (8.21) for the tangent space to 
O(L}.) shows that an unfolding S + sl-' is minitransversal iff 
it depends on three parameters, say Ill' 1l2' 1l3' and 

(IlI,1l2,1l3) -(Sq,q, + sp,p, - Sq,q, - sP2P" 

2(sq,q, + sp,p,), 2(sq,p, - Sq,p, ») (8.25) 

is a diffeomorphism at O. Since a is to second order in ~ a 
nondegenerate quadratic form, it follows by the Morse 
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lemma23 that there is a diffeomorphic reparametrization 
such that 

(8.26 ) 

This establishes the claims made in Sec. A about the behav
ior of eigenvalues, for the case of definite signature. 

If one wants to restrict attention to reversible maps, we 
show in Appendix D that we can always take the reversor to 
be R (q,p) = (q, - p). It is readily shown that for the two 
Poincare generating functions employed above, the resultant 
maps are reversible with respect to this reversor iff 
S(q,p) = Seq, - p) and 7(q,p) = - 7(q, - p), respective
ly. It follows that the space of generating functions S reversi
ble with respect to R is only six dimensional, and from 
(8.21) that the orbit of L}. under symplectic coordinate 
changes preserving R has codimension 3. Thus, taking the 
union over A, we see that the existence of a double eigenvalue 
on S I with definite signature is only codimension 2 in the 
space of reversible symplectic maps. Furthermore, the third 
term in (8.24) is zero for reversible unfoldings, and the be
havior of eigenvalues in a minitransversal family is given by 

a=lli+Il~' 

2. Mixed signature 

In the case of a double eigenvalue on S 1,\ { ± t} having 
mixed signature and nontrivial Jordan normal form, Wil
liamson obtained the normal form with generating function 
(actually, an equivalent one) : 

S(q,p) = k 2(q2PI - QIP2) + api, k,a=j=O. (8.27) 

In this case we can evaluate the codimension and unfolding 
in a simpler fashion. Add a general perturbation s( q,p). One 
then finds that the discriminant of the characteristic polyno
mial (8.10) is, to first order in s, 

a = 4k 4asq ,q, . (8.28) 

Since k 4a =j=0, the implicit function theorem guarantees that 
the set of maps with a = 0 is locally a codimension 1 surface. 

Exceptionally, a = 0; this is the case of diagonal Jordan 
normal form. We then have to use the same method as for the 
case of definite signature. We could use the normal form 
(2.27) with a = 0 but we prefer an alternative normal form 
for this case: 

(8.29) 

As in the definite case, one finds that the orbit of L}. (the 
map generated by 8.29) has codimension 4, thus 

(8.30) 

has codimension 3. For a general perturbation s(q,p) of 
(8.29), one finds to second order ins that the discriminant of 
the characteristic polynomial is 

a = k 4 [(Sq,q, + sp,p, + Sq,q, + sp,p, ) 2 

- 4(sq,q, - Sp,p,)2 - 4(sq,p, + Sq,p, )2]. (8.31) 

From the formula for O(L}.) it follows that an unfolding 
S + sl-' is minitransversal to x+ - iffit contains three param
eters and 
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2(Sq,q, - sp,p,)' 2(sq,p, + Sp,q,») (8.32) 

is a diffeomorphism at O. Applying the Morse lemma23 once 
again, we see that a diffeomorphic change of parameters can 
be found such that 

A=l1i-I1~-I1~. (8.33) 

Again, in the reversible case the codimension drops to 2 
and mini transversal families can be reparametrized such 
that 

(8.34 ) 

3. Double eigenvalue :t 1 

This subsubsection was inspired by work of ChiIIing
worth and Afsharnejad27 on the Mathieu equation. Double 
eigenvalues ± I are essentially a 2-D phenomenon, so we 
need only consider matrices 

with AD - BC = 1. We could use generating functions, but 
the 2-D case is simple enough that we can manage without 
them. Diagonalizing the quadratic form AD - BC, we see 
that this set forms a hyperboloid in the space of A,B,C,D: 

(A + D)2 - (A - D)2 - (B + C)2 + (B - C)2 = 4. 
(8.35 ) 

The eigenvalues are determined by the trace (stability in
dex) p = A + D. The subset of matrices with a double eigen
value + 1 is given by 

A +D=2, 
(8.36 ) 

(A - D)2 + (B + C)2 = (B - cf, 
which is a two-dimensional cone. The vertex is the identity 
matrix, all others having nontrivial Jordan normal form. 
Thus existence of a double eigenvalue + 1 with diagonal 
Jordan normal form is codimension 3 in the space of sym
plectic maps. 

From (8.35), minitransversal families have a reparame
trization (111,112,113) such that the stability index 

( 8.37) 

The case of nontrivial Jordan normal form is codimension 1 
and minitransversal families have a reparametrization III 
such that 

p=2+11 1. (8.38) 

Reversibility with respect to 

is obtained iff A = D (Ref. 28). Thus, existence of a double 
eigenvalue + 1 with diagonal Jordan normal form is only 
codimension 2 in the space of reversible symplectic maps, 
and mini transversal families have a reparametrization such 
that 

(8.39) 
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The analysis for a double eigenvalue - 1 is analogous, 
but with the sign of p changed throughout. 

C. Further remarks 

There are other cases whose codimension and unfolding 
might be worth finding, for example existence of a quadruple 
eigenvalue + 1 or - 1, and existence of triple eigenvalues A, 
A * on S I, with A :j= ± 1, with the various possibilities for 
Jordan normal form and signature. But the ones we have 
treated are, we believe, the major cases of interest. 

Finally, it is worth remembering that whereas families 
of linear symplectic maps may cross the "saddle-node" 
boundary quite freely, a typical unfolding of a nonlinear map 
with a periodic orbit having an eigenvalue + 1 has a saddle
node bifurcation there. For one sign of the parameter there 
are two periodic orbits with stability on opposite sides of the 
saddle-node boundary. The periodic orbits collide paraboli
cally and annihilate each other.29 In the reversible families, 
however, symmetry breaking is a persistent alternative. 30 

IX. DISCUSSION 

A general method has been presented which reduces the 
calculation of the eigenvalues of a symplectic matrix of di
mension 2n to solving a "reduced characteristic equation" of 
degree n. This not only greatly simplifies the calculation of 
eigenvalues, but also makes it possible to obtain explicit 
spectral stability limits in terms of the coefficients of the 
characteristic polynomial for symplectic maps of arbitrary 
dimension, using Sturm's method. This has been done here 
in detail for dimensions 2, 4, 6, and 8. 

Stable symplectic maps have all their eigenvalues on the 
unit circle. In order to lose stability some of them must col
lide. According to Krein's theorem, however, colliding 
eigenvalues with definite signature and A :j= ± 1 are con
strained from leaving S I, because the definite conserved qua
draticform (3.2) is incompatible with unstable motion. Cal
culation of the signature turns out to be fairly 
straightforward for 4-D maps, but requires calculating the 
invariant subspaces for each eigenvalue pair for 6-D and 8-D 
maps. In the case of mixed signature stability mayor may 
not be lost. However, examination of the possible unfoldings 
show that in the definite case, one- and two-parameter fam
ilies are unlikely to even reach the boundary for Krein colli
sions. Collision in the case of mixed signature, on the other 
hand, is codimension 1 for nontrivial Jordan normal form, 
and destabilization is typical. 

The stability boundaries derived in this paper are of in
terest both in physical problems and "pure" mathematical 
studies. We expect their greatest utility will lie in orbital 
calculations for particle accelerators, which entail comput
ing the eigenvalues of a great many 4-D or 6-D matrices. 
However, the potential user of these results is cautioned to 
calculate the Krein signatures as well as the eigenvalues, in 
order to fully determine the stability properties of the maps. 
In this connection it may be useful to observe that signatures 
may be calculated inside as well as on the stability boundary, 
since they are conserved under continuous perturbations, 
provided that the eigenvalues avoid ± 1. Another applica-
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tion is the search for period-doubling sequences in six- and 
eight-dimensional maps, similar to those recently discovered 
in four-dimensional maps.1O The stability boundaries de
rived in Secs. VI and VII should prove useful in locating 
appropriate initial conditions for such sequences. 
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APPENDIX A: FORMULA FOR THE DISCRIMINANT 

The discriminant of a polynomial Q can be evaluated 
directly from the coefficients of Q without having to find the 
roots Pi. 17 Define the Newton coefficients 

(AI) 

These can be evaluated in terms of the coefficients A ~ of Q 
(2.13) by Newton's identities: 

So = n, 

Sk-A;Sk_1 + ... +(_)k-IA~_ISI 

+ ( - )kkA ~ = 0, l<h;n, 

sk-A;Sk_I+···+(-)nA~Sk_n=O, k>n, 

(A2) 

where n is the degree of Q. Then the discriminant II (Q) is 
given by the determinant 

So SI Sn_1 

d = 
SI S2 Sn 

n (A3) 

Sn_1 S2n - 2 

We conjecture that the leading coefficient of Fi (p) in 
Sturm's method is given in terms of the Newton coefficients 
by 

(A4) 

but have not proved it in general. In particular, it would 
follow that Fn is the discriminant divided by the square of a 
polynomial in the coefficients, hence they would have the 
same sign. 

APPENDIX B: ABSOLUTE BOUNDS ON THE STABILITY 
REGION 

In this appendix we derive the absolute bounds (2.18) 
on the stability region in the space of reduced characteristic 
polynomials. 

To find the extrema of 

A ;" = I Pi, .. 'Pi
m 

(BI) 
l<i. < ... <;m<n 

over the hypercube !Pi ! <2 real, it suffices to look at its values 
at the vertices, Pi = ± 2, since A ;" is affine in each Pi sepa
rately: 
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A;" =Pn I Pi,' "Pim _ 1 
l<i , <"'<;m_l,n-l 

+ I Pi, "'Pim ' (B2) 
1<'-) < ... <im<n - 1 

The upper bounds on A ;" in (2.18) come from taking all Pi 
= + 2. When m is odd, the lower bounds come from taking 

allpi = - 2. 
For m even, the lower bounds can be obtained as fol

lows. If there are n _ roots P = - 2 and n + roots P = + 2 
(n _ + n + = n) then counting arguments show that A ;" is 
2m times a sum of products of binomial coefficients which 
one can recognize as the coefficient of xm in 

/(x) = (1_x)n (1 +x)n+. 

Thus 

A;" = 2mpm)(0)lmL 

For example, 

A; = 2(lln)2 - n), 

A ~ = ~ [3n(n - 2) - (6n - 8) (lln)2 + (lln)4], 

where 

(B3) 

(B4) 

(B5) 

(B6) 

lln = n+ - n_. (B7) 

The minimum of A;" over the stability region is then given 
by minimizing (B4) over lln. 

An alternative set of absolute bounds on the stable re
gion is provided by the following optimal bounds on the 
Newton coefficients (AI): 

(B8) 

APPENDIX C: GEOMETRY OF 6-D STABILITY REGION 

We present here additional details on the structure of 
the 6-D stability region illustrated in Fig. 3. Explicit formu
las have been derived in Sec. VI for the quartic surface and 
the two planes that bound the stability region, defined by 
existence of a double stability index PI = P2' and stability 
indices ± 2. The edges and corners may be obtained from 
the coincidences of these conditions, which are most easily 
found by writing 

(CI) 

and matching coefficients with those in (6.4) to obtain 

A =PI +P2 +P3' 

D =PIP2 +PIP3 +P2P3' (C2) 

E=PIP2P3' 
These equations can also be used to find the quartic surface 
and the values of the double root PI = P2 and the third root 
P3 on it. A less direct method is to solve Q(p) = 0 and 
Q / (p) = 0 simultaneously. 

We now use Eqs. (C2) to derive explicit expressions for 
all the edges and corners of the stability region. 

PI =P2 =P3: This yields the cusped ridge (6.12). Equa
tions (C2) show immediately that A = 3p3' D = 3p;, and 
E = pj serve to define the ridge parametrically and show 
thatp = q = 0 there (6.9). 
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PI =P2 = ± 2: The quartic surface and the P = ± 2 
plane are tangent along the lines (6.13) and (6.15), respec
tively, on whichp3 = A + 4. The equations for the lines fol
low directly from Eqs. (C2) by eliminating P3' Regarding 
tangency, we prove the somewhat more general result that 
for all P the quartic surface is tangent to the plane where 
there is a root P at the line of two roots = p. 

Proof The plane where there is a root PI has equation 
Q(PI) = 0, so if (Ao,Do,Eo) is one point on it, then it is given 
by 

p 2tiA - pMJ +!:J..E = 0, (C3) 

where tiA = A - Ao' etc. For the tangent plane to the quar
tic surface, setpI = P2 in (C2) and differentiate with respect 
to PI and P3' One finds 

tiA = 2!:J..p1 + !:J..p3' 

MJ = 2(PI + P3)!:J..p1 + 2PI!:J..p3' 

!:J..E = 2pI P3!:J..p1 + pi !:J..p3' 

(C4) 

to first order. One easily checks then that (C3) is satisfied 
for all !:J..pl' !:J..p3' Q.E.D. 

PI =P2' P3 = ± 2: The quartic surface intersects the 
P = ± 2 planes transversely along the space curves 

A 2 ± 4 = 2C, (C5 ) 

along which PI = A 12 + 1, respectively. The proof follows 
directly from Eqs. (C2). 

PI = 2, P2 = - 2: The two tangent planes intersect at the 
line C = - 2A, B = - 1, along which P3 = A. Again, the 
proof is straightforward. 

Triple coincidences are also easily found from (C2). We 
consider the form of the stability region near the tops of the 
spires. 

PI =P2 =P3 = ± 2: The tangent line PI = P2 = ± 2, in
tersection curve P I = P2, P3 = ± 2, and the cusped ridge all 
intersect tangentially at the point (A,B,C) 
= (± 6,15, ± 20). We give the proof for P = + 2. From 
(6.13) tangent vectors to the tangent line have 
(tiA,!:J..B, !:J..C) ex (1,4,6). From (6.14), tangent vectors to 
the intersection curve have 

!:J..C = AtiA, 

!:J..B = tiA + !:J..C 12 = (1 + A 12)tiA; 
(C6) 

setting A = 6 then gives (tiA, !:J..B, !:J..C) ex (1,4,6). Finally, 
tangent vectors to the cusped ridge have 
(tiA, MJ, !:J..E) ex (3,6pl,3pi) ex (1,4,4) for PI = + 2, so 
(tiA, !:J..B, !:J..C) ex (1,4,6) again. Q.E.D. 

As we advance upwards in B, the cusped ridge curls over 
like a breaking wave, as shown in Fig. 5. We now show that, 
in the limit as B ---> 15, the tangent plane to the surface at the 
ridge becomes parallel to the P = 2 plane. 

Proof Expanding the quartic surface (6.10) to second 
order about the ridge, we obtain to second order, 

[AA AD AC) [-~: ~~E -mEl ~O 
(C7) 

Diagonalizing this quadratic form, we find, to second order, 
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AE(tiA - 3MJ IA + D!:J..E IAE)2 = 0. 

The tangent plane at the ridge is therefore 

tiA - 3MJ IA + D!:J..E IAE = 0. 

(C8) 

(C9) 

At the peak, A = 6, D = 12, and E = 8, so that (C9) be
comes 

tiA - MJ 12 +!:J..E 14 = 0, (CIO) 

which is easily seen to coincide with the P = 2 plane 
(6.6). Q.E.D. 

APPENDIX D: NORMAL FORM FOR REVERSORS 

A symplectic map T is called reversible if there exists a 
map R (called a reversor) such that R 2 = I, (RT)2 = I (so 
that R -I T R = T -I), and R is antisymplectic, that is 

(Dl) 

for all tangent vectors S,1], where DR is the derivative of R. 
We believe that by a symplectic coordinate change, R can be 
put into the standard form 

R(q,p) = (q, - p) (D2) 

in a neighborhood of any fixed point of R. We will prove this 
here for the linearization only, as that is all we need in the 
present context. 

Proof R 2 = I implies that the space can be decomposed 
as V+ ffi V_, with 

Rv+ = + v+ V V+EV+, 

Rv = - v_ V V_EV_. 
(D3) 

Then R antisymplectic implies that [v + ,W + 1 
= [v_,w_l = 0, VV+,W+EV+, V_,W_EV_. Choose a basis 
(v~ )i~I"'i+ for V+ and (v~ )i~I"'i- for V_. Thesym
plectic form is nondegenerate, so 3 v ~ such that 
[v ~ ,v ~ ] #0. Now permute the basis for V_so that 
[v~,v~ ] #0 and subtract [v~,v~ ]v~/[v~,v~] from 
v ~ to achieve [v ~ ,v ~ ] = 0, i> 1. Similarly, subtract 

[Vi V I ] V I I [v I V I] from v i to obtain 
+'- + +'- + 

[ V ~ ,v ~ ] = 0, i> 1. Proceed by induction. We cannot run 
out of v ~ before v ~ or vice versa because then the symplec
tic form would be degenerate. Thus i + = i_and the new 
basis puts the symplectic form into the cannonical form 
[v ~ ,v~ ] = oij and R into the desired form. Q.E.D. 
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In Hirota's [Hiros~i~a University Technical Report Nos. A 6, A 9,1981; J. Phys. Soc. Jpn. 
50, 3785 (1981) 1 bilmear difference equation which is satisfied by solutions to the 
Kadomtsev-Petviashvili (KP) hierarchy, gauge and dual symmetries are found, which enable 
one to reduce the problem of solving the nonlinear equation to solving a single linear equation. 

1. INTRODUCTION 

In studying nonlinear integrable systems it is useful to 
find their similarities and investigate them from a unified 
point of view. Along this line one of the present authors 
studied I a nonlinear equation which was derived from the 
Toda lattice through a transformation of independent vari
ables. It reduces to the KdV equation and to the Toda lattice 
itself in certain respective limits of a parameter. This gener
alized Toda lattice itself was shown to be integrable in all 
range of the parameter. 

Based on the same viewpoint Hirota proposed2 an equa
tion which reduces into various types of soliton equations in 
some limits of appropriate combination of independent vari
ables. Among them are the KdV equation, Kadomtsev-Pet
viashvili (KP) equation, modified KdV equation, sine-Gor
don equation, Toda lattice, two-dimensional Toda lattice, 
etc. He also gave three-soliton solutions and conjectured the 
integrability of the equation. 

A further interesting observation was made by Miwa3 

who found a transformation of independent variables which 
connects Hirota's equation and the hierarchy of the KP 
equation. The latter equation has been studied intensively by 
many authors.4 It contains an infinite number of soliton 
equations whose solutions have been classified completely 
by mathematical terms. This offers a typical example which 
shows the importance of the view described above. 

Besides these soliton equations there have been known 
equations which are characterized by the gauge symmetry 
and an infinite number of solutions have been given under 
certain conditions. The Yang-Mills theory and the Einstein 
equation of gravity belong to this category.5 The gauge sym
metry plays an essential role in these theories. It is, therefore, 
desirable to formulate the soliton equations by means of the 
gauge theory. 

For the purpose to establish such a formalism we like to 
study Hirota's equation within the framework of the gauge 
theory in this paper. In our formalism Hirota's equation 
emerges as a compatibility relation of a pair of equations for 
a field which are covariant under gauge transformations. 
Therefore the gauge symmetry appears as a hidden symme
try of the nonlinear equation. Another combination of this 
pair of equations yields a linear equation for the field. The 
pair of equations was called the duality equations in our pre
vious article6 in which a special limit of Hirota's equation, 

i.e., the two-dimensional Toda lattice, was studied along the 
same line of the present paper. 

The most remarkable feature of the duality equations is 
that they are symmetric under the exchange of the roles of 
the gauge field and the amplitude field. This dual symmetry 
implies that the amplitude field itself satisfies Hirota's equa
tion. An important consequence of this property is that this 
scheme provides a kind of Backlund transformation which 
enables us to generate a new solution of the nonlinear equa
tion from a given solution of it, just by solving the single 
linear equation derived from the duality equations. In other 
words the problem of solving the nonlinear equation is re
duced to solve the linear equation associated to the nonlinear 
equation. 

It has been already shown 7 how this scheme works in the 
case of the two-dimensional Toda lattice which can be ob
tained from Hirota's equation in particular limits of param
eters. There are some examples of solutions, which satisfy 
both the nonlinear and the linear equations simultaneously, 
that were given,7 although no attention was paid to their 
gauge symmetric nature. Our present work claims that this 
scheme can be generalized to include all of the nonlinear 
equations described by Hirota's equation. 

11. GAUGE AND DUAL SYMMETRIES 

Hirota's equation is given by2 

al(J. + 1,,u,v)I (J. - 1,,u,v) 

+f3I(J.,,u + l,v)/(J.,,u - l,v) 

+rl(J.,,u,v+ 1)/(J.,,u,v-l) =0. (1) 

As proved by Miwa,3 this equation is satisfied by 1" functions 
of the KP hierarchy. 

To investigate gauge properties ofEq. ( 1) we first define 
covariant difference operators by 

V + In (I,m) = exp( - A ~, (I,m) ) In (I + I,m) 

- In (I,m), (2a) 

V -In (I,m) = exp( - A'; _ I (I,m) )In (I,m + 1) 

- /" (I,m). (2b) 

The gauge transformation should be defined by 

In (I,m) ~exP(Vn (I,m»)ln (I,m), (3a) 

A~(I,m)~A~(I,m) + Vn(l+ I,m) - Vn(l,m), (3b) 
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A ';(I,m) -.A ';(I,m) + Vn (I,m + 1) - Vn (I,m). (3c) 

Then V + In (I,m) transform into exp(Vn (I,m»)V + In (I,m) 
provided Vn (I,m) satisfies -

Vn (I,m + 1) - Vn (I,m) 

= Vn _ 1 (I,m + 1) - Vn _ 1 (I,m). (4) 

We restrict our discussion to the case in which the gauge 
field can be represented by the following expressions: 

A ~ (I,m) = In(gn (I + I,m)lgn (I,m»), (5a) 

A';(I,m) =In(gn(l,m+ I)lgn(l,m»). (5b) 

Now we introduce the duality equations by 

V +In (I,m) = c+(gn _ 1 (I,m)lgn (I + I,m») 

xln+ 1 (I + I,m), (6a) 

V_In (I,m) =c(gn(l,m)lgn_ 1 (I,m + 1») 

xln- 1 (I,m + 1), (6b) 

where c ± are arbitrary constants. These equations will be 
compatible if the commutator [V +' V _], calculated in two 
ways agree with each other. First from definitions (2a) and 
(2b) we obtain 

V + V -In (I,m) 

gn (I,m)gn_l (I + I,m) In (I + I,m + 1) 

gn (I + I,m)gn_l (I + I,m + 1) 

gn (I,m) In (I + I,m) 
gn (I + I,m) 

gn _ 1 (I,m) 
- In (I,m + 1) + In (I,m) 

gn-l (I,m + 1) 

(7a) 
I 

and 

V _ V +In (I,m) 

gn _ 1 (I,m)gn (I,m + 1) 
--~-~...:.:.-----In (I + I,m + 1) 
gn-l (I,m + I)gn (I + I,m + 1) 

gn (I,m) In (I + I,m) 
gn (I + I,m) 

gn-l (I,m) 
- (I 1 In (I,m + 1) + In (I,m), 

gn-l ,m + ) 

which yield 

[V +,V -lin (I,m) = ( gn (l,m)gn-l (I + I,m) 
gn (I + l,m)gn_l (I + I,m + 1) 

(7b) 

gn - 1 (I,m)gn (I,m + 1) ) 

gn _ 1 (I,m + 1 )gn (I + I,m + 1) 

xln (I + I,m + 1). (8) 

Another expression of the commutator can be derived from 
( 6a) and (6b) as follows; using Eq. (6b), we can write 

V + V -In (I,m) 

= c _ V + In _ 1 (I,m + 1) , ( 
gn (I,m) ) 

gn _ 1 (I,m + 1) 

which can be rewritten, by using the definition of V +' as 
follows: 

V V /,(/ )= [ gn(l,m) ( gn(l+I,m) /, (I 1 1»)- gn(l,m) /, (I 1)] + - n,m C _ n _ 1 +,m + n _ 1 ,m + 
gn (I + I,m) gn-l (I + I,m + 1) gn-l (I,m + 1) 

= c In _ 1 (I + I,m + 1) - In _ 1 (I,m + 1) 
gn (I,m) (gn _ 1 (I,m + 1) ) 

gn - 1 (I,m + 1) gn _ 1 (I + I,m + 1) 

gn (I,m) 
= c V + In _ 1 (I,m + 1). 

gn-l (I,m + 1) 

In this form of the expression, Eq. (6a) can be used to obtain 

V + V -In (I,m) 

gn (I,m)gn _ 2 (I,m + 1) 
=c+c 

gn-l (I,m + l)gn_l (I + I,m + 1) 

xln (l + I,m + 1). 

Similarly, we obtain 

gn-l (I,m)gn+l (1+ I,m) 
V _ V +In (I,m) = c+c 

gn (I + I,m )gn (I + I,m + 1) 

(9a) 

xln (l + I,m + 1), (9b) 

which leads, together with (9a), to 
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Putting (8) and (10) equal we see that the quantity 
gn (I + I,m)gn (I,m + 1) 

gn(I,m)gn(1+ I,m + 1) 

gn+ 1 (l + l,m)gn_l (I,m + 1) 
-c+c 

gn (I,m )gn (I + I,m + 1) 

does not depend on n. Denoting this constant by - f3 la we 
obtain 
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agn (I + l,m)gn (I,m + 1) +(Jgn (I + I,m + l)gn (I,m) 

+ rgn+ 1 (I + l,m)gn_1 (I,m + 1) = 0, (11) 

where r = - C +c _a. It will not be difficult to convince one
self that this expression is equivalent to Hirota's equation 
( 1) if one substitutes 

I = (A + f.1 + v)/2, m = (f.1 - ,,1,- v)/2, n = v 

into ( 11 ). Hence we have obtained Hirota's equation ( 1 ) as 
a compatibility condition of the duality equations (6). 

If we form the symmetric combinations {VI +' VI _} from 
(7a) and (7b) and also from (9a) and (9b) and put them 
equal we obtain the following linear equation of In (I,m) : 

(J gn(l,m)gn_I(I,m) In(l+I,m+l) 
a gn (I + l,m)gn_1 (I,m + 1) 

+ gn (I,m) In (I + I,m) 
gn (I + I,m) 

gn -I (I,m) 
+ In (I,m + 1) - In (I,m) = 0, 

gn - 1 (I,m + 1) 

(12) 

when the coefficients of this equation are determined by a 
solutionofEq. (11). The pair of equations (11) and (12) is 
now equivalent to the pair of the duality equations (6a) and 
(6b). 

The gauge symmetry will be restricted to those satisfy-
ing 

Vn + 1 (I + I,m) - Vn (I + I,m) = Vn (I,m) - Vn _ 1 (I,m), 
(13) 

if one requires covariance of the duality equations (6a) and 
(6b). 

The most striking feature of the duality equations (6a) 
and (6b) is that we can rewrite them by exchanging the roles 
of the fields I and g as follows: 

V +gn (I,m) = - cUn (I,m)lln+ 1 (I,m - 1») 

xgn+ 1 (I,m - 1), (14a) 

V -gn (I,m) = - c+Un + 1 (I,m)lln (1- I,m») 

xgn _ I (I-l,m), (14b) 

where the new covariant difference operators are defined by 

V +g" (I,m) = g" (I,m) 

and 

- exp(B ;:' + 1 (I,m - 1»)g n (I,m - 1), 
(15a) 

V -gn (I,m) = g" (I,m) 

-exp(B~(I-l,m»)g,,(I-I,m), 
(I5b) 

B ~ (I,m) = InU" (I + I,m )11" (I,m»), 

B ;:'(I,m) = InUn (I,m + 1 )11'1 (I,m»). 

There is no need to repeat the same argument again. We see 
that the field I" (I,m) in Eqs. (6a) and (6b) itself satisfies 
Hirota's equation (1) as a compatibility condition of Eqs. 
( 14a) and (14b). Therefore we call Eqs. (6a) and (6b) or 
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equivalently Eqs. (I4a) and (14b), the duality equations in 
the sense that they represent the duality relation between the 
amplitude field and the gauge field. 

111. LINEAR BAcKLUND TRANSFORMATION 

Now an important result emerges from this property. If 
gn is a solution to the nonlinear equation (11) and/" satisfies 
the linear equation ( 12), then the duality equations (6a) and 
(6b) are fulfilled, whereas the compatibility of (14a) and 
(14b), which are nothing but (6a) and (6b) themselves, 
requires for In to satisfy the same equation as (11) with gn 
replaced by In' Namely, as we solve the linear equation (12) 
for /" (I,m) whose coefficients are given by any solution of 
Hirota's equation (1), the solution itself satisfies Hirota's 
equation ( 1 ). In this way our duality equations enable us to 
obtain a tower of solutions of the nonlinear equation (1), 
just by solving the linear equation (12). This remarkable 
feature owes much to the characteristic nature of the gauge 
symmetric equations (6a) and (6b). 

The situation might sound somewhat similar to the 
Backlund transformation of the Liouville equation. R The 
complete set of solutions have been known to be given by the 
solutions of a linear equation in the d' Alembert form in both 
ordinary Liouville equationR and its difference analog.9 

Therefore the Backlund transformation of this model con
nects different equations. In general, however, it has been 
believedR that soliton equations will not be reduced to linear 
equations, in contrast to our present analysis. 

There have been papers 10 about transformations which 
relate one soliton equation to another. These are also called 
the gauge transformations, but differ from one of ours. In 
our procedure the gauge transformation described by Eq. 
(3) connects one solution to another, thus offering a series of 
solutions of Eq. (1) by the gauge transformations. 

We should recall that Hirota's equation (1) not only 
contains many known integrable equations in their corre
sponding limits, but all solutions to the KP hierarchy can be 
shown to satisfy it by the transformation invented by Miwa. 3 

Therefore the results shown in this paper must be quite gen
eral in integrable systems and the gauge symmetry should 
play an essential role there. In this connection it is worth
while to recognize the role played by the duality, or antidu
ality, relation between the electric and magnetic fields in the 
study of non-Abelian gauge theories. 5 

Finally we remark that equations similar to (6a) and 
(6b) were already discussed by Hirota2 as Backlund trans
formations. He, however, did not respect the gauge symmet
ric nature of the equations and also did not derive the linear 
equation (12). Therefore in his treatment the two equations 
corresponding to Eqs. (6a) and (6b) must be solved simul
taneously in order to obtain a new solution through the 
transformations. 

The set of equations (6a) and (6b) was also used in Ref. 
7 in the continuum limits of the variables I and m. There the 
equations were regarded as recurrence formulas which gen
erate differential equations of second order as well as the 
two-dimensional Toda lattice. 
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A general approach is developed for the derivation of conservation laws in continuum physics. 
A Noether-type theorem is applied in connection with transformations which leave the action 
functional invariant to within the integral of a divergence. Specific results are derived in the 
case of fluid dynamics: the pertinent equations are considered within the Lagrangian 
(material) description and are associated with a genuine variation formulation. The physical 
meaning of the conservation laws is emphasized and the greater generality of the approach is 
commented upon. 

I. INTRODUCTION 

Conservation laws constitute a basic tool in the analysis 
of systems of partial differential equations. They can be ex
ploited to gain information on the properties of the solutions, 
to determine physical quantities which are constant in time, 
and to make such theoretical constructions as, for example, 
the derivation of the geodesic law of motion from the Ein
stein field equations. In continuum physics the structure of 
the governing differential equations and the associated pro
cedure for determining conservation laws markedly depends 
on whether the Lagrangian (material) or the Eulerian (spa
tial) description is adopted. It turns out that the Lagrangian 
description is especially fit for the derivation of conservation 
laws. In this paper this feature will be emphasized just in the 
case of fluid dynamics where the Lagrangian description is 
by far less usual than the Eulerian one. 

Our approach rests on the fundamental idea of 
Noether's theorem whereby conservation laws are related to 
invariance properties of the given functional. Specifically, 
the explicit determination of the infinitesimal symmetry 
transformations that leave the action functional invariant 
depends crucially on the fact that the Lagrangian (density) 
is defined up to a divergence. Moreover, the invariance is 
required to hold on the solutions to the field equations. On 
the basis of these arguments, which trace back to Bessel
Hagen, I we construct a very efficient algorithm leading to 
the generation of rather general conservation laws (Sec. II). 

To illustrate the procedure through a specific applica
tion, this paper deals with conservation laws for three-di
mensional isoentropic fluid flows. As a matter of fact, con
servation laws for such fluid motions have been extensively 
investigated within the framework of the Eulerian descrip
tion, namely by having recourse to Hamiltonian formula
tions2 or to the concept of symmetry transformation and its 
connection with the generation of conserved currents. 3

-
5 In 

addition, one-dimensional flows have also been examined by 
using either the geometric methods of Estabrook and Wahl
quist or other approaches (cf. Refs. 6 and 7). In our investi
gation we benefit from a recent variational formulation for 
isoentropic fluid motions8 which involves the Lagrangian 
description (Sec. III). 

Although the Lagrangian description might seem quite 
unnatural in fluid dynamics, it is possible to find an infinite 
set of independent conservation laws (Sec. IV) thus obtain
ing a proper extension of known results about the corre
sponding Eulerian description. In particular, it turns out 
that the conservation laws involve arbitrary functions of the 
Lagrangian coordinates. Another unexpected result is that 
the infinitesimal generators of the invariance transforma
tions so obtained-referred to as divergence symmetries by 
0lver9 -exhaust the class of symmetry generators for the 
field equations (Sec. V). 

II. NOETHER'S THEOREM AND CONSERVATION LAWS 

Consider a physical system described by a Lagrangian 
(density) 

L = L(XA'</>a'</>a,A)' 

where X A stands for the independent variables describing a 
region Vin space-time, </>a denotes the unknown fields while 
rp a.A = arp a/ax A' Capital (lowercase) Greek letters run 
over the set of independent variables (unknown fields). 
Noether-type theorems, and the associated conservation 
laws, are based on the in variance of the action functional 

f(</>a) = Iv L(XA,</>a'</>a,A )dV 

under suitable transformations. By analogy with the usual 
procedure, the transformations are taken as 

XA =XA + chA' 

</>a = </>a + cSa, (2.1 ) 

</>a,A = rpa,A + c(DAsa - </>a,~DAh~), 

withhA andsa asfunctionsofXA andrpa whilecisaparam
eter; here the summation convention is in force and 

D =~ A. ~ A. _a_ 
A ax + 'l'a,A aA. + 'l'a,A~ (JA. . 

A ~a ~a.~ 

The last term is inserted in the definition of D A for later 
convenience. 

As is well known, an expression of divergence type, 
D~ J ~, can be added to a Lagrangian without affecting the 
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Euler-Lagrange equations. 10 Based on this observation, we 
consider the invariance property ofj to within the integral of 
a divergence field. I ,9 It is convenient to express the invar
iance in the form 

L L( X A, <Pa' <Pa,A ) (1 + ED~h~ )dV 

- LL(XA,<Pa,<Pa'A)dV=ELD~J~dV, (2.2) 

where J~ denotes a set of functions which are allowed to 
depend on X A and <Pa' To within first-order terms in the 
parameter E, the condition (2.2) yields 

aL aL 
LDAhA +--hA +--Sa 

aXA a<pa 

aL + -- (DASa - <Pa,~DAh~) = D~J~. (2.3) 
a<pa,A 

Letting 7Ja = Sa - <Pa,~h~, the relation (2.3) can be given 
the form 

aL aL 
7Ja --+ (DA7Ja) --+DA(LhA ) =DAJA, 

a<Pa a<pa,A 
(2.4 ) 

whence 

7Ja( aL -DA~) +DA(hAL + 7Ja ~ -JA) =0. 
a<p a a<p a,A a<p a,A 

The unknown fields <Pa are taken to satisfy the Euler-La
grange equations 

aL -DA~=O. 
a<Pa a<Pa,A 

Accordingly, along the solutions <Pa to (2.5), 

DA(hAL +7Ja ~-JA) =0, 
a<pa,A 

and then the vector components 

aL 
fA = hAL + 7Ja -- -JA 

a<Pa,A 

are divergence-free, 

(2.5) 

(2.6) 

(2.7) 

In conclusion, once we know the transformation (2.1) 
leaving the functionaljinvariant in the sense of (2.2), the 
quantities fA enter a conservation law. That is why the set of 
functions hA' Sa are said to represent a divergence symme
try.9 Operatively, the functions hA and Sa are not given 
a priori and then the determination of conserved quantities 
ultimately results in the determination of the functions 
hA>Sa (andthen7Ja),andJA which satisfy (2.3). Accord
ingly, we may regard hA> 7Ja' and JA as functions satisfying 
Eq. (2.4), and otherwise arbitrary, while the fields <Pa are 
solutions to Eq. (2.5). ThesearchforhA, 7Ja,andJA is made 
(relatively) simple by the circumstance that Eq. (2.4) is 
linear in h A and 7J a and by the occurrence of the arbitrary 
functions J A . Of course, if the J A'S are taken to vanish we get 
standard formulations of Noether's theorem. II 

Incidentally, a strictly analogous procedure holds when 
the functions h A' Sa' and J A are allowed to depend also on 
derivatives of the fields <Pa; this case needs only a suitable 
generalization of D A' In this regard we mention the general 
property that9 each conservation law is equivalent to one 
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satisfying (2.6) and hence yields a corresponding symmetry. 

III. A VARIATIONAL PRINCIPLE FOR FLUID DYNAMICS 

Consider a perfect fluid whose motion is described in 
terms of the time t and the Lagrangian (Cartesian) coordi
nates X = (XI,x2,x3)E,gp,,gp being a suitable reference con
figuration. 12 Letting x = (x I'X2,X3 ) , the one-parameter fam
ily of diffeomorphisms x = x(X,t) gives the position vector 
of the particle X at time t. Throughout we adopt the Lagran
gian description whereby the fields under consideration are 
taken to depend on X and t. In terms of the function x(X,t) 
we may define the matrix XaA = axalaXA (a,A = 1,2,3), its 
determinant J = det(xaA ), and its inverseXAa = aXAlaxa. 
Let p( Po) be the mass density in the present (reference) 
configuration and p the pressure. The equation of motion 
and the continuity equation in the Lagrangian description 
are written as 

pXa,tt + X Ma P,M = 0, (3.1 ) 

(3.2) 

As before a comma denotes partial differentiation, namely 
f.t = aj(X,t)lat, f.M = aj(X,t)/axM. To Eqs. (3.1) and 
(3.2) we should add the energy equation. Since we are deal
ing with perfect fluids the energy equation may be expressed 
through the conservation of the specific entropy S, namely 
S(X,t) = So(X). 

Concerning the system (3.1) and (3.2) we observe that 
x(X,t) and p(X,t) are the unknown functions, whereas 
Po(X) and So(X) are given initial data. The pressure p is 
taken to be related to the internal energy E( p) by 

(3.3 ) 

the possible dependence of Eon S is disregarded because S is 
assumed to be constant. 

In Ref. 8 an application of the techniques pertaining to 
the inverse problem of the calculus of variations led to some 
variational formulations for fluid dynamics. For the purpose 
we have in mind we search for a formulation with x and p as 
unknown functions. In such a case the pertinent equations 
arejust (3.1) and (3.2), and they are shown to follow from 
the Euler-Lagrange equations associated with the Lagran
gian (density) 

L(x,p) =~PoXa,tXa,t -poE(p) + (J-po/p)p(p). (3.4) 

IV. NOETHER-TYPE CONSERVATION LAWS FOR 
PERFECT FLUIDS 

The general method exhibited in Sec. II for the deriva
tion of conserved quantities and the existence of a variational 
formulation, as described in Sec. III, allows us to determine 
conserved quantities for perfect fluids. In this regard we 
identify the independent variables X A with the Cartesian co
ordinates XI' X 2 , X 3 , and the time t. Moreover we let <Pa 
represent the Cartesian coordinates XI' X 2, X 3, and the mass 
density p. Now, in connection with the Lagrangian (3.4) we 
have 
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~-P (~X x -E_L) aX
A 

- O,A 2 a,' a,' p' 

aL aL aL 
-=,=0, -- = pJXAa , -- = PoXa,l' 
ap aXaA axa" 

the symbol ='= denoting the equality along the solution. Then 
the condition (2.3) becomes 

hAPo,A(~a"Xa" - E - pip) 

+pJXAa(DASa -¢la,:i.DAh:i.) +PoXa"(D,,Sa 

- ¢la,:i.D,h:i.) + qPoXa"xa" - poE)(D,h, + DAhA ) 

-D,J, -DAJA=,=O. (4.1) 

As a starting point choose h:i.' Sa' and J A as 

h:i. = h:i.(X,t,X(X,t),p(X,t»), 

Sa = Sa (X,t,X(X,t),p(X,t)), 

JA = JA (X,t,x(X,t),p(X,t»). 

Then, for example, 

ah:i. ah:i. 
D,h:i. = h:i." + -a Xa,' + -a p". 

Xa 'P 

(4.2) 

Upon substitution, the identical validity with respect to the 
derivatives P,A 'P", XaA ,xa,' implies that Eqs. (4.2) reduce 
to 

hA = hA (X), h, = const, 

Sa =Sa(t,x), 5, =s,(X,t,x,p), 

JA = JA (X,t), J, = J, (X,t,X), 

while 

aJ, 
PoSa" - -a = 0, 

Xa 

JA,A + J", = 0, 

(PohA ) ,A = 0, 

aSa + aSb =0. 
aXb aXa 

(4.3 ) 

(4.4 ) 

( 4.5) 

(4.6) 

Further information on h:i. ,Sa' and J A arises from the inte
gration of the differential equations (4.3 )-( 4.6), Equation 
(4.6) is a Killing-type equation in a flat space; its general 
solution is (cf. Ref. 12, § 84), 

(4.7) 

where Sa and wab depend only upon t and the matrix Wab is 
skew symmetric. Equation (4.5) implies that there exists a 
triple W C ' dependent on X, such that 

( 4.8) 

with E ABC the alternating tensor. In view of ( 4. 7) it follows 
from (4.3) that Wab is in fact independent of t. Then the 
application of (4.4) shows that Sa must depend linearly on t, 
namely Sa = Ca t + da. Hence to within an inessential addi
tive function of X and t, we have 

(4.9) 

Meanwhile Eq. (4.4) shows that JA vanishes to within an 
inessential function of X and t. In conclusion, specific con
servation laws follow from (2.6) and (2.7) by specializing 
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the parameters Wab' Ca, da, and hi' This can be seen as fol
lows. 

Consider first the transformation with h, #0 while the 
other parameters vanish. It is 

Sa = 0, rJa = - ¢la"h,. ( 4.10) 

Accordingly, (3.4) yields 

I, = -h,qPoXa"xa" +poE), IA = -h,(xa"XAaJp)· 
( 4.11) 

The transformation law for surface elements, from the refer
ence configuration to the present configuration (see, e,g., 
Ref. 13), shows that xa"XAaJp corresponds to pVa in the 
Eulerian description. Thus the conservation law 

I,., + IA,A = ° 
is in fact the balance of energy. 

Second, assume that da #0 while the other parameters 
vanish. Since rJa = da we get 

I, = daPoXa.t' IA = daJXAap· 

The conservation law, the identity (JXAa ) ,A = ° and the ar
bitrariness of da , a = 1,2,3, yield the usual balance law for 
linear momentum. 

Third, let Ca #0 while the other parameters vanish. Be
cause of (4.7) and (4.9) we have 

rJa = Sa = Ca t, J, = POcaxa' 

Then the definition (2,7) gives 

I, = caPO(txa" - xa ), IA = catJXAap· 

The arbitrariness of Ca leads to the three conservation laws 

Po(txa,,-xa),t+(tJxAaP),A=O, a=1,2,3, (4,12) 

Hence 

t(PoXa,tt + JXAaP,A ) = 0, 

namely t times the components of the equation of motion. 
Fourth, let Wab #0 while the other parameters vanish. It 

IS 

Then we have 

I, = wabPoXbxa,t' IA = wabxbJXAaP, 

and hence the conservation law represents the balance of 
angular momentum. 

Fifth, consider the h A'S as the only nonvanishing param
eters. Accordingly, it is 

rJa= -xaAhA· 

Thus 

I, = - hBPoXaBXa,P IA = hA (L - pJ). 

Hence it follows the conservation law 

POhB(XaBXa,t),t -DAIA =0. 

(4.13 ) 

(4.14 ) 

V. REMARKS ABOUT THE NEW CONSERVATION LAWS 

The conservation laws (4.12) and (4.14) are formally 
and conceptually new in fluid dynamics. It is then worth 
emphasizing the mathematical origin and the physical sig
nificance of these laws. 14 Mathematically, the derivation of 
the law (4.12) is strictly related to the occurrence of the 
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divergence term Dl; J l; in the invariance condition (2.2). In
deed, it involves the time component J, of Jl; and hence it 
cannot be obtained if the presence of the term Dl;Jl; is not 
allowed. 

The derivation of the law (4.14) depends crucially on 
the arbitrary functions h A expressing the variations of the 
spatial domain (material coordinatesXA ). Moreover,PahA 
is divergence-free [cf. (4.8)], which corresponds to the con
straint of mass conservation for the coordinate transforma
tion in !!It. This geometrical property preserves the nature of 
the continuum; it is neatly formulated in the Lagrangian 
description but cannot arise out in the Eulerian description 
because the coordinates Xa are affected by the motion of the 
continuum. That is why the analog of the law (4.14) cannot 
appear in the Eulerian description. 

The physical significance becomes more suggestive by 
considering the actual configuration. Let Vbe any region in 
!!It and r its image in the actual configuration. Upon use of 
the transformation law for surface elements13 we can write 
the integral form of ( 4.12) as 

!!... ( paCt,x., - x)d", = - t ( po da, 
dt Jr Jar 

o being the outward unit normal to ar. Letting x be the 
center of mass and m the mass of the region r, upon a trivial 
integration and a comparison with the balance law for linear 
momentum we arrive at 

xCt) =x(o) +ti.,(O) -1.-i'i7"(( pOda)(8)d8dT; 
mao Ja7 

(5.1 ) 
as we expect, in case the net force due to the pressure field 
vanishes, (5.1) makes the center of mass undergo a uniform 
motion. It is therefore appropriate to view the result (5.1), 
and hence (4.12), as the center-of-mass theorem. Inciden
tally, the conservation laws (4.12) constitute the continuum 
counterpart of a result derived by HillIS for a system of N 
particles. 

Denote now by y = x.BhB ( = -1]) the displacement 
induced by hB in the actual configuration through the mo
tion of the continuum (x.B ). The density in (4.14) can be 
expressed in the integral form as 

( Py·x. t d",. (5.2) 
)7/ 

The condition (5.2) with y taken as constant constitutes the 
projection of the balance law for linear momentum in the 
direction induced by hB' Usually, however, y is not constant 
and then (5.2) may be viewed as a weighted balance law for 
linear momentum, the weight being just the vector field y. 

VI. COMMENTS AND CONCLUSIONS 

The present derivation of conservation laws for perfect 
fluid motions is based on the determination of divergence 
symmetries through integration ofEq. (4.1) and subsequent 
application of Noether's theorem. In this regard we think 
that the present approach can be very fruitful, especially be
cause each conservation law can be related to a divergence 
symmetry, possibly dependent on the derivatives of the field 
functions. 9 Differently from the current applications of di-
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vergence symmetry transformations, we have regarded the 
quantities J A as unknown functions on the same footing as 
the symmetry generators, which means that the integration 
of the equations arising in the analysis of (4.1) has to be 
performed without any reference to the original meaning of 
the variables involved. To our minds, our approach consti
tutes an improvement of the procedure set up by Olver9 in 
that it does fully exploit the facilities associated with the 
existence of a variational formulation. In particular, our ap
proach does not require the knowledge of the symmetries of 
the field equations, whose determination involves a lot of 
hard manipulations on a complicated system of partial dif
ferential equations. 3

-
5

•
9 

Further-perhaps independent-conservation laws 
could be generated by looking for solutions to (4.1) which 
depend on higher-order derivatives. Of course, the algo
rithm becomes more and more laborious, and the derivatives 
of (2.1) and (2.2) are also to be taken into account. In this 
regard an alternative simpler procedure exists which is based 
on the observation that every divergence symmetry is a sym
metry transformation for the field equations9 (2.1) and 
(2.2). We can construct conservation laws involving arbi
trary functions and higher-order derivatives of the Xa 's, e.g., 
by "deforming,,3.4 the field (4.13) along the "direction" 
(4.11). In addition, the local formulation (2.2) of the princi
ple of conservation of mass is easily recovered by deforma
tion of the momentum density, so that all general laws of 
continuum physics are embodied in the present formulation. 

In principle, new conservation laws could also be deter
mined by deformation of a given one along the direction of a 
symmetry, of the equations of motion, different from a diver
gence symmetry. However, rather long and involved calcu
lations show that when hl; and Sa are allowed to depend on 
X, t, x, and P the generators of symmetry transformations for 
the system (2.1) and (2.2) coincide with the set of diver
gence symmetries described in Sec. IV. Therefore the analy
sis based on invariance properties of the field equations does 
not add anything new. 

The algorithm based on deformation procedures is not 
exhaustive. Specifically, it does not give rise, e.g., to the so
called "total helicity integral," which is connected to a con
servation law holding in the Eulerian formulation,z,16 This 
result, however, is recovered in the present scheme as fol
lows. A direct substitution shows that (4.1) is identically 
satisfied provided we set 

where We is simply the c component of curl x.,, that is 

We = CeabXb.,HXHa· 

In view of (2.7), the corresponding conserved density turns 
out to be 

I, = - Jxe.,we, 

which gives rise to the total helicity integral. Thus, in view of 
the previous results, we conclude that the conservation laws 
associated with the Eulerian description of perfect fluid mo
tion2,3.16 constitute a subset of those associated with the La
grangian description. 
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With a view to the application of the present approach 
to other contexts, it is worth emphasizing the main aspects of 
our derivation of conservation laws for fluid dynamics. Al
though it might appear that the Eulerian description is more 
natural than the Lagrangian one in fluid dynamics, the re
sults of this paper give evidence of the importance of the 
Lagrangian description. Indeed, in comparison with analo
gous investigations concerning the Eulerian descrip
tion,2,3,16 the Lagrangian description allows the elaboration 
of a more systematic approach and leads to a wider set of 
conservation laws. Essentially, this is due to the fact that the 
Lagrangian description provides a clear distinction between 
unknown fields and independent variables. 

In this conjunction, we mention that the Eulerian de
scription has been proved not to allow the existence of arbi
trary functions (like h A ), thus restricting the set of conserva
tion laws for both compressible and incompressible fluids. 
This constitutes a further advantage of the Lagrangian de
scription. 

The existence of a variational formulation is not crucial 
in determining conservation laws; the same results could be 
attained by considering the symmetry transformations of the 
given system of differential equations and using the algor
ithms described in Refs. 3 and 4. However, the knowledge of 
the Lagrangian density makes the derivation mathematical
ly simpler and the results more suggestive as to the immedi
ate physical meaning of the conserved quantities. 
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The factorization of the wave equation into a coupled system involving up-and down-going 
wave components is obtained for the case where the field quantities are multivariate functions 
of spatial variables, but the velocity c is a function ofthez variable only. The form of the 
reflection operator is derived and the quadratic differential-integral equation satisfied by its 
kernel is obtained. 

I. INTRODUCTION 

One of the techniques that has been used in time-depen
dent direct and inverse scattering problems associated with 
the wave equation (and similar hyperbolic systems) for a 
nonhomogeneous medium is based upon the method of wave 
splitting. 1,2 

The splitting of the linear one-dimensional wave equa
tion into up- and down-going waves reduces the wave equa
tion to a coupled first-order system in the up- and down
going components of the fields. Exact local splittings yield 
uncoupled systems whenever the medium does not vary in 
the preferred direction. As an example, the splitting for the 
one-dimensional wave equation 

a2 1 a2 

-2 U (Z,t) = -2-- -- U (z,t) (1) 
az c (z) at 2 

is obtained by first rewriting Eq. (1) in the form2 

! [:J = [((1/~)a,f ~][:J, (2) 

then defining the components 

[
cp +] = ~C-I/2 [1 - ((1/c)a,)-I] [U] , (3) 
cp - 2 1 ((1/c)a,)-1 Uz 

where 

a ,- IV = LV(Z,T)dT. 

As expressed in terms of the components cp + and cp -, system 
( 2) takes the form 

~ [cp :] = [ - + a, - ~:] [cp:] . 
azcp _2 ~a cp 

2c c' 

(4) 

As is seen, in the case c = const the system decouples and cp + 

and cp - take theform cp(z,t) = fez + ct) of up- and down
going waves. 

The analogous splitting in the frequency domain can be 
used to get the Bremmer series3 and the parabolic approxi
mation of Leontovich-Fock. 

The importance of such splittings, in general, is that 
they lead to the use of invariant imbedding techniques.4

-
7 

Given a slab of inhomogeneous medium and a splitting one 
can define an associated scattering matrix. Invariant imbed
ding techniques then allow one to write a complex system of 

differential equations for the operator entries of the scatter
ing matrix whose differentiation is with respect to the loca
tion of one of the planes of the slab. One can then deduce the 
behavior of the reflection operators for small time which 
provides a connection between up- and down-going wave 
fields and the properties of the medium on the edge of the 
slab. 1,2 The reflection operator can then be used in both di
rect and inverse scattering problems. 

For the particular splitting given above, the reflection 
operator is given by 

cp-(z,t) =&lcp+ = L R(z,t-s)cp+(z,s)ds, (5) 

with the kernel satisfying the system2 

~ R (z,t) _l:... ~ R (z,t) _ C
z R*R = 0, 

az c at 2c 
(6) 

R(z,O+) = !cz , 

where R*R is a convolution. 
The wave splitting concept and the associated reflection 

operator have been extensively used for a variety of one
dimensional inverse problems, among these the electromag
netic inverse problem for dispersive media,8,9 the inverse 
problem for viscoelastic media,1O and the inverse problem 
for elastic media with oblique incidence. II 

A formal attempt to apply the wave splitting to the mul
tidimensional wave equation is given by Corones and 
Krueger 12 and Davison. 2 Here the difficulty is to diagonalize 
a matrix with operator entries and/or variable coefficients, 
and to correctly identify the appropriate plus and minus 
components (up- and down-going waves). 

However, Fishman and McCoyl3 were successful in fac
torizing the reduced Helmholtz equation for the transverse
ly inhomogeneous half-space, but their method gave rise to 
pseudodifferential equations. From this, though, they were 
able to develop a systematic derivation of the approximate 
extended parabolic wave theories. Another attempt to en
large the well-known factorization of the one-dimensional 
case to three dimensions is given by Yagle and Levy. 14 

In this paper, we examine the up- and down-going wave 
condition (determination of the plus and minus quantities) 
for the three-dimensional case. In Sec. II, Huygen's principle 
is essentially used to define up- and down-going waves in a 
homogeneous medium. This leads to the introduction of an 
operator Y, and a linear relationship between u and au/az 
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on a planez = const involving the operator %. With appro
priate sign taken, this linear relation specifies whether the 
wave is up or down going on the plane z = const. Using this, 
the wave in a homogeneous slab can be decomposed into up
and down-going wave components. 

In Sec. III the up- and down-going wave correlation and 
the associated operator % are generalized to the case where 
C is a continuous function of z. This is used in Sec. IV to 
generalize the wave decomposition and system given by Eq. 
(4) to the case where U = U (x,y,z,t). The formal generaliza
tion of the reflection operator f!ll is given in Sec. V together 
with the corresponding integral-differential equation it must 
satisfy. 

II. CONDITION FOR UP-GOING AND DOWN-GOING 
WAVES (c CONSTANT) 

With u(x,y,z,t) being a solution of the wave equation 
with constant velocity C = Co, a relationship will be estab
lished here between U and U z on a planez = const, to indicate 
whether the wave is up-going (propagating in the positive z 
direction) or down-going (propagating in the negative z di
rection). For simplicity, the plane will be taken to the coor
dinate plane z = 0. To be precise, up-going waves at z = ° 
will be defined as those generated by sources in the region 
z < 0, with the half space z;;;oO, being source-free. Corre
spondingly, down-going waves at z = ° are generated by 
sources in the region z > 0. A relationship between U and Uz 

on the plane z = ° for up-going and down-going waves can 
now be established by considering the appropriate mixed 
(initial and boundary-value) problem. The first of these is 
given by the following lemma. 

Note that the notation U(x,y;(T) is used to represent the 
disk with center (x,y) and radius (T. 

Lemma 1: The solution of the mixed problem: 

. 1 a
2

u V 2 ° ° (1) ---- U = , t> , z>O, 
Co 2 at 2 

(ii) U(X,y,z;O) = u, (X,y,z;O) = 0, z;;;oO, 

(iii) ~~ (x,y,z;t)lz~o =v(x,y,t), t;;;oO, 

where v is Holder continuous in JR2 x [0,00) with v(x,y,O) 
= v, (x,y,O) = 0, is given by 

( t) - _1_ II v(x',y',t - rico) dx'dy', U x,y,z, = 
21T r 

(7) 
U(x.y;a) 

where 

(T= (c0
2t 2 _Z2)1/2 (8) 

and 

r= (X-X')2+ (y_y')2+ Z2. (9) 

For z > cot the solution vanishes. 
Proof: This representation in the time-dependent formu

lation of the single-layer potential formulation is easily veri
fied. Since for fixed x' andy', v(x',y';t - r!co)/rsatisifies the 
wave equation at all points (x,y,z), where r:;60, it follows 
that expression (7) satisfies the wave equation. The initial 
conditions are easily established using the condition that 
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v = ° at t = 0. The boundary condition is established by us
ing the jump condition of the normal derivative of the single 
layer potential. 15 • 

The condition for up-going waves on the plane z = ° can 
be easily obtained by replacing v(x,y,t) in Lemma 1 by 
Uz (x,y,O,t), and taking the limit of expression (7) as 
z ..... o +. This gives the condition for up-going waves 

U(X,y,O,t) = - _1_ II ~ Uz (X',y',O;t _!i) dx' dy', 
21T R Co 

U(x,y;c;l) 

(10) 

where 

R 2 = (x _ X')2 + (y _ y')2. (11 ) 

The condition for down-going waves can be obtained in 
a similar manner by employing the corresponding mixed ini
tial-value, boundary-value problem for the half-space z,O. 
The resulting condition is same as that given by Eq. (10) 
except for a difference of sign of the term of the right-hand 
side. 

The results can be summarized in the following Lemma. 
Lemma 2: The up-going and down-going wave condi

tion on the plane z = ° is given by 

U= ±%ouz , 

where the operator %0 is defined by 

v(X',y',t - R !co) d ' d ' x y, 
R 

(12) 

(13 ) 

and the plus and minus signs in Eq. (13) refer to up-going 
and down-going waves, respectively. 

We want to show next that condition (12) can be ex
pressed in the form %0- IU = ± U z • To show this the fol
lowing lemma is needed. 

Lemma 3: The solution of the mixed problems, 

( . ) 1 a 2U v2 _ ° ° ° 1 ---- U - , t> , z> , 
Co

2 at 2 

(ii) u(x,y,z;O) = u, (x,y,z;O) = 0, z;;;oO, 

(iii) u(x,y,O,t) = w(x,y,t), t;;;oO, 

where wand w, are Holder continuous in JR2 X [0,00) with 
w(x,y,O) = w, (x,y,O) = w" (x,y,O) = 0, is given by 

U(X,y,z,t) = L II {w(x',y',t - ~) 
U(x,y;a) 

r a (" r )} z d 'd ' +--w x,y,t- - - x y, 
Co at Co ? 

(14) 

with the solution vanishing for z> cot, and (T given by Eq. 
(8). 

Proof: This representation in terms of the time-depen
dent form of the double layer potential is easily verified. 
Since for fixed x' andy', (a /az) {w(x',y',t - r!co)/r} satis
fies the wave equation for r:;60, the integrand in the expres
sion satisfies the wave equation for z > 0. The conditions on v 
at t = ° ensure that no contribution comes from the limits of 
the integral when expression (1.4) is inserted in the wave 
equation. At the same time these conditions ensure that the 
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initial conditions are satisfied. The boundary condition is 
established using the jump condition for the double layer 
potential. 15 • 

Relation (14) can now be used to get the alternative 
form for the up-going wave. First, w(x,y,t) is replaced by the 
C Z function u(x,y,O,t), and then in the resulting expression 
for U (x,y,z,t), the order of differentiation and integration is 
changed to yield for Z > 0, 

( ) 1 a II u(x',y',O;t - rico) d 'd ' u x,y,z,t = --- x Y 
21T az r 

U(x,y;a) 

(15) 

with 0' = (coZt Z - r) 1Iz. 
Since it is easily verified that the integral expression on 

the right-hand side of Eq. (15) is a solution of the wave 
equation for z> ° [using conditions u(x,y,O,O) = 0, 
Ut (x,y,O,O) = 0], it can be shown that for z> 0, 

au 
- (x,y,z,t) 
az 

-D02~ II 
U(x,y;a) 

where 

u(X',y',O;t - rico) d 'd ' x y, 
r 

( 
1 a2 a2 a Z

) 
Do = co2 at 2 - ax2 - ay2 . (16) 

Hence taking the limit as z -+ ° + , one obtains 

a 
- U(X,y,O,t) = Do%ou (17) 
az 

as an alternative condition for up-going waves at z = 0. It 
follows from Eqs. (12) and (17) that %0- I exists and is 
given by 

(18) 

A similar result to expression (17) for down-going 
waves can be obtained. The results are summarized as fol
lows. 

Lemma 4: The up-going and down-going wave condi
tion on the plane z = ° is given by 

(19) 

where %0- 1 is given by Eq. (18). 
Applying the up-going and down-going wave condi

tions (12) at any plane z = const other than just the plane 
I 

z = 0, we can decompose the solution u(x,y,z,t) of the wave 
equation in terms of up- and down-going components. Using 
the following identity: 

U = ~ (U + % o~) + ~ (U - % o~) , 
2 az 2 az 

it follows that U can be decomposed into the two compo
nents, 

U (x,y,z,t) = u + (x,y,z,t) + U - (x,y,z,t) , 

where 

u ± (x,y,z,t) = + ( u ± %0 ~:) . 

(20) 

(21) 

It is easily seen that u + (x,y,z,t) represents an up-going wave 
since 

( 
+ au+) 1 ( Z a Z ) u -%0-- =- u-%o -u 

az 2 azz 

=! {u - %oZDou} 

=Hu -u}=o, 

which implies that u+ satisfies the up-going condition (12). 
Similarly, it can be shown that u- satisfies the down-going 
condition (12). 

III. DECOMPOSITION INTO UP- AND DOWN-GOING 
WAVES WHEN c(z) IS A FUNCTION OF z 

Here we want to extend the decomposition of u into up
and down-going waves [as given by Eq. (20)] to the case 
where the velocity c is a piecewise differentiable function of 
z. The extension will be based upon the physical idea of slic
ing the medium into a set of infinitesimal slabs of width t:.z, 
in each of which c is constant, then imposing the decomposi
tion given by Eqs. (20) and (21) in each slab. Thus by first 
modifying the operator %0 to take into account the vari
ation of c(z) with z by defining 

%w = - 21T II w(x',y',t ~ R Ic(z») dx'dy', 

U (x,y;c(z) t) 

(22) 

the upward and downward wave components [given by 
(21 )] will now be defined as follows: 

u± =~(u+%~). 
2 - az 

(23) 

It is shown in Appendix A that as expected % has es
sentially the same properties as %0' namely, that 

%2W = c(z) r II w(x',y',s) / dx' dy' ds, 
21T Jo [c2(z) (t - S)2 _ (x _ X')2 _ (y _ y')2] I Z 

U(x.y;c(t - s») 

which is Poisson's formula l5 for the solution of the wave 
equation with zero initial conditions. Hence we have 

(24) 

I aZ az az 
D=--------. 

cZ(z) at 2 axz ay2 
(25) 
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I 
Thus ifwECz(]Rz) X CZ[O, 00) (corresponding to the classi-
cal solution), then Eq. (24) states that D% is the left in
verse of %. In order for % to be a right inverse also, i.e., 
% (D%) = (D%) % = I, an additional condition on w 
has to be imposed. It can be shown (by putting the 
integral expression for %w in local polar form), that 
(a zlat 2)%(%w) = %(a 2Iat 2) (%w) provided that 
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%w = (a lat)%w = Oat timet = 0, and this in turn holds 
provided that w = 0 at time t = O. One can then verify that 
the right-inverse condition holds provided that the domain is 
restricted to functions that vanish at t = O. Additional re
sults are given in Eq. (27) below. The results are summar
ized in the following Lemma. 

Lemma 5: Let WEC 2(H2) XC 2[0,00), then (i) 0% is 
the left inverse of %, 

(O%)%w=w, (26) 

(ii) if w = 0 at t = 0, then 0% is the right inverse of % 

%(O%)w = w, (26') 

(iii) furthermore if w = W t = 0 at t = 0, then 

%20W = O%2W = w. (27) 

• 
In the one-dimensional case, the operator % takes the 

very simple form 

%w = - c(z) f w(s)ds. (28) 

An alternative form for %-1 is developed in Appendix 
B. There it is shown that if WEC 2 (H2) X C 2 [0,00 ), then 

%-IW= -~~w(x,y,t) +2'w, (29) 
c at 

where the operator 2' is given by 

U' 1 II { (" R)(X'-X) oL W=- w x y·t-- I
--'----

2rr x', c R 3 

U(x,y;ct) 

+ (X' y'·t _!i) (y' - y)} dx' dy' 
Wy " c R 3 ' 

(30) 

where R is defined by Eq. (11). 

IV. FACTORIZATION OF THE WAVE EQUATION IN A 
STRATIFIED MEDIUM 

The upward and downward wave decomposition will be 
applied to the factorization of the wave equation for a strati
fied medium. Using the same initial procedure that was done 
for the one-dimensional (spatial) case, 1 where u is a function 
of z and t only, the wave equation will be written in the form 

~ [~] = [~ ~] [;J . (31) 

The upward and downward wave down decomposition 
as defined by Eq. (23) will be expressed in vector form 

(32) 

where Y is the matrix operator 

UT 1 [1 .'7=-
2 1 

(33) 

whose inverse is given by 

y_ 1 = [1 1] 
%-1 _%-1' (34) 

With the insertion of the inverse relation 
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(35) 

into Eq. (31) and the premultiplication of the resulting 
equation by the matrix operator Y, the following is ob
tained: 

~ [u:] = Y [0 1] y_ 1 [u:] _ y ay-I [u:] . 
az u 0 0 u az u 

(36) 
Using relations (33) and (34) it can be shown that 

-1] a%-I 
%--. 

1 az 

(37) 

(38) 

Using the identity % %-1 = I it follows that if w is such 
that w, W, vanish at t = 0, 

(
a%-I) (a%) _I (a%) % ----a;- w = - ;;;- % w = - ;;;- %OW. 

From Eq. (A9) in the Appendix, this becomes 

% (a%-I)w = _ ~ ac {t%2 (~ow) 
az 2c az at 

But on using the relation 

%- --w =% Ow+ -+- w ?( 1 a 2) 2 [ ( a 2 a 2) ] 
CZ at 2 ax2 ay2 

=w+ -+- %2W, (
a

Z 
aZ) 

ax2 ayZ 

the resulting expression is obtained 

%-- w=---w+ -+-%w. (
a%-I) 1 ac[ (a

Z 
a

2
) z] 

az c az ax2 ayZ 
(40) 

System (36) can now be expressed in the explicit form 

1 [ (1 + A) +-c 
2c Z - (1 + A) 

- (1 + A)][U+] 
(1 + A) u- , 

where A is the operator 

Aw= -+- %2W. (
a 2 a2) 
ax2 ay2 

Some simplification is achieved if one sets 

u ± = cl/Zr/J ±, 

in which case system (41) reduces to 

Vaughan H. Weston 
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1 [ A +-c 
2c z - (1 + A) 

- (~+ A)][::] . 
(44) 

System (44) can now be used to derive the reflection 
operator as is shown in the next section. 

v. REFLECTION OPERATOR 

In this section, the reflection operator (relating the 
down-going wave to the up-going wave) given by Eq. (5) for 
the one-dimensional case, will be generalized to the multidi
mensional case. In particular, the equation and initial condi
tions that are satisfied by the kernel of the reflection operator 
will be sought. For the multidimensional case, the reflection 
operator will take the form (the reason for it, will be appar
ent later) 

( 45) 

where A is the operator given by Eq. (42) and R*¢+ is the 
convolution 

R*¢+ = L LJ R(x - x',y - y',z,t - s) 

X¢+(x',y',z,s)dx' dy' ds (46) 

involving the reflection operator kernel R (x,y,z,t). 
As a preliminary a number of identities need to be de

duced, among them the following: 

~{(/+A)¢}= (/+A) [a¢ + 2cz A¢], t>O, 
& & c 

(47) 

where ¢(x,y,z,t) is a sufficiently smooth function such that 
¢ = ¢t = 0 att = O. 

To obtain expression (47) the relation [obtained from 
(27) ] 

0%2X =X(X,y,t), t>O, 

valid for X(x,y,t) such that X = Xt = 0 at t = 0, is differenti
ated with respect to z, giving 

- 2 C
z (~~ %2X) + 0 (~%2) X = O. 
c c2 at 2 az 

From relations (27) and (42) this reduces to 

(~%2)X=2~%2(1 +A)X' 
az c 

It can now be seen using this relation that 

~ (A¢) = (~+ ~)(~%2) ¢ + A a¢ 
az ax2 ay2 az az 

=A{2Cz (/+A)¢+ a¢}. 
c az 

Hence identity (47) immediately follows. 
The next result that is needed is the following lemma. 
Lemma 6: The only C 2 (lR3 ) xC 2 [0,00) solution 

¢(x,y,z,t) of the system 
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(/ + A)¢ = 0, t> 0, (48) 

is the trivial solution ¢=O. 
Proof: Equation (48) can be written in the form 

~(%2¢) =0. 
at 2 

Since %2¢, (a /at)%2¢ vanish at t = 0, it follows that 
%2¢ = 0, for t;;;'O. Operating on this with 0, it follows from 
Eq. (26) that ¢=O, t;;;'O. 

We will now proceed to get the equation for the reflec
tion operator. System (44), written out explicitly, takes the 
form 

a¢+1 = {%-I + Cz A}¢+ _ ~ (/ + A)¢-, (49) 
az 2c 2c 

a¢- ={-%-I+~A}¢--~(/+A)¢+. (50) 
az 2c 2c 

It will be assumed that ¢ + is a sufficiently smooth func
tion and that ¢+ = ¢t+ = 0 at t = O. It can then be shown 
that both R *¢ + and (a / at) (R *¢ + ) vanish aU = O. Hence it 
follows that 

%-1(/ + A)(R*¢+) 

=%-I~~%2(R*¢+) =% ~~ (R*¢+) 
c2 at 2 c2 at 2 

= -;. a
2

2 
%(R*¢+) = (/ + A)%-I(R*¢+). 

c at 

Insert expression (45) for ¢- into Eq. (50), and employ 
relation (47), and the above interchange of operators to ob
tain 

(/ + A) {~ (R*¢+) 
az 

+ (%-1 + ~~ A) (R*¢+) + C
z ¢+} = O. (51) 

2 c 2c 
Because of the assumptions on ¢ + , Lemma 6 can be applied 
to Eq. (51) to yield 

Rz*¢+ + R*¢/ 

+ (%-1 + ~ Cz A) (R*¢+) + C
z ¢+ = O. (52) 

2 C 2c 

Replace ¢z+ in Eq. (52) by the right-hand side of expression 
(49) to give 

Rz*¢+ + R* (%-I¢+ + ;: A¢+ ) 

C 
- --=-- R*(/ + A)2(R*¢+) 

2c 

+ (%-1 +~~A) (R*¢+) + C
z ¢+ =0. (53) 

2 C 2c 
In order to reduce expression (53) the following results 

involving the convolution of ! (x,y,t) and g(x,y,t) [as de
fined by Eq. (46)]: 

!*C%Pg) = C%Pj)*g = %PC!*g), p = 1,2, 

!* ---.!... = -- *g = - C!*g) ( a
2

) (a
2i

) a
2 

ax2 Jx2 ax2 

(with a similar result holding for the derivative with respect 
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to y), will be employed. In addition to these relationships, 
the relationships 

a
l 

(all) -(/*g) - - *g 
at l at l 

=1* (~) _ (a'l) *g 
at l at l 

= LJ It (x - x',y - y',O)g(x',y',t)dx' dy' 

valid for I and g such that at time t = 0, 1= g = agl at = 0, 
will be used. 

Using the relation %-1 = 0% and the fact that 
%R = 0, and (a lat) (%R) = - cR(x,y,z,O) at t = 0, it 
can thus be shown that 

R*(%-ltP +) 

= %-I(R*tP+) 

= (%-IR)*tP+ - ~ ( f R(x - x',y - y',z,O) 
C JIR' 

XtP+(x',y',z,t)dx'dy'. 

From the relation 

(l+A) =~~31'2 
c2 at l 

(54) 

and the fact that %2R = (a lat)(%2R) = Oatt = 0, it also 
follows that 

R*(l + A)tP+ = [(l + A)R]*tP+ = (l + A)(R*tP+)· 

(55) 

From the results of Eqs. (54) and (55), Eq. (53) can 
now be reduced to the form 

(rR)*tP+ + ~ 1,6+ - 2 ( f R(x - x',y - y',z,O) 
2c c JIR' 

XtP+(x',y',z,t)dx' dy' = 0, (56) 

where the operator r is given by 

[,R = Rz + 2%- IR + 2(cz lc)AR 

- (cJ2c) (l + A)R*(l + A)R. (57) 

Now impose the following initial condition on R the 
reflection kernel: 

R(x,y,z,O) = (czI4)o(x)o(y). (58) 

In this case Eq. (56) reduces to ([,R) *1,6 + = 0. Since 1,6 + 
may be treated as an arbitrary smooth test function such that 
1,6+ = 1,6,+ = 0, the following equation for the reflection ker
nel is immediately derived: 

Rz + 2(%-1 + (czlc)A)R 

- (cz I2c) (l + A)R*(l + A)R = 0. (59) 

Equation (59) and initial condition (58) constitutes the 
required system for the reflection kernel. These are seen to be 
an immediate generalization of the one-dimensional system 
( 6). 

The existence of the solution of equations (58) and (59) 
needs to be examined. Because of the delta function in the 
initial condition one would have to look for solutions belong
ing to the space of tempered distributions. The quadratic 
term should pose no problem since it is a convolution and the 
operator A is convolution like in its support. 

Equation (59) can be used both in the direct and inverse 
scattering problem. In the inverse problem, R (x,y,z,t) is a 
known function on the plane z = 0. Equation (59) is used to 
numerically construct R (x,y,z,t) in a step by step basis 
(peeling off layer by layer) in the regionz > 0, and the value 
of c(z) is recovered from condition (58). The process de
scribed here needs to be examined in detail. 

VI. COMMENTS 

The results derived here represent an important inter
mediate step in extending the concept of wave splitting with 
its associated reflection operator, from the one-dimensional 
case to the full three-dimensional case where c = c(x,y,z). 
Present investigation indicates that the concepts and analy
sis developed here can be extended to wave splitting for 
smooth nonplanar geometry. 
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APPENDIX A: EVALUATION OF X2 AND «alaz)X)X 

From Eq. (22) iffollows that 

%lw=_l_ ( H(ct-R' -R If) 
(21T)2 JR'XR' R'R " 

Xw (x",y",t - ~' - R
c
") dx' dy' dx" dy", 

(Al) 

where H( 17) is the Heaviside step function, c = c(z), and 

R'= [(X-X')2+ (y_y')2]1/2, 

R" = [(x' _X,,)2 + (y' _ y")2]1/2. 

This can be written in the form 

%2W =_C_ ( ('" w(x",y",s)8(c(t-s)-R'-R") dsdx'd 'dx"d" 
(21T)2 JIR'XIR' Jo R'R " Y Y 

= _c_ ( ('" w(x" y" s)/ dx" dy" 
(21T)2JIR,Jo "I , 

(A2) 

where 

/ = ( o(c(t-s) -R' -R If) dx'd'. 
I JIR' R'R " Y (A3) 
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With (x' ,y'), the variables of integration of h free to be chosen so that the x' axis lies along the line joining points (x,y) and 
(x" ,y") and the origin at the midpoint, elliptic coordinates (f1,O) given byl6 

x' =!R coshf1 cosO, y'=!Rsinhf1sinO (A4) 

are introduced where R is the distance between (x,y) and (x" ,y") and 0<,O<,21T, 0<,f1 < 00. Using the fact that 

(lIR'R ")dx' dy' = df1 dO, R' + R " = R coshf1' 

we have 

II = f7T fO 8(c(t - s) - R coshf1)df1 dO, 

= 21TH(t-s)H(c(t-s) -R}, 
[c2(t _ S)2 _ R 2] 112 

which yields the following: 

W(x" ,y" ,s)dx" dy" ds 

(A5) 

[C2(t_S)2_ (X_X,,)2_ (y_y")2]1I2' 
(A6) 

U(X,y,c(' - s») 

The evaluation of ( (a / az) JY)JY W proceeds in a similar 
fashion. First noting that 

(
a) lacl 
az JY w = - c2 az 21T 

x J J w, (x',Y',t - ~') dx' dy' 

U(X,y;C') 

with 

R ' = [(x _ X,)2 + (y _ y')2] 1/2, 

it follows in a similar fashion that 

(
a JY) JY _ I ac I 
az w - --; az (21T)2 

where 

x ( ('" Ws (x" ,y" ,s)I2 dx" dy" JR2 Jo 

I =i 8(c(t-s)-R'-R") dx'd'. 
2 R" Y 

R' 

Using elliptic coordinates this reduces to 

(27T ('" 
12 = Jo Jo 8(c(t - s) - R cosh f1) 

R x- (coshf1- cos O)df1 dO 
2 

_ 1TH(t-s)H(c(t-s) -R}c(t-s) 
- [C2(t_S)2_R2]1/2 

Hence we have from (A7) and (A8), 

I ac 

41T az 

(A7) 

(A8) 

i'l ws(x",y",S)(f-S)"" 
X 2 2 2 1/2 dx dy 

o U(x,y;c(t-s») [c (t-s) -R ] 

=-lac{tJY2(w,)_JY2 (tw,)}. (A9) 
2c az 
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APPENDIX B: ALTERNATIVE FORM FOR %-1 

In expression (22) for JYw, change the variables of in
tegration (x' ,y') to local polar coordinates (R,O) centered at 
(x,y),x' = x + R cos O,y' = Y + R sin 0, then replace R by 
s through the substitution R = c (t - s), giving 

JYw= -~ w(x+c(t-s)cosO,Y 
So

'So27T 
21T 0 0 

+ c(t - s)sin O,s)dO ds. (Bl) 

If w(X,y,t)EC 2(R2) XC 2[0,00), then it can be shown 
that 

I a
2 

c i'i 27T 
2 -:;--, JYw = - - [Wxx cos e + 2wxy 

c- at - 21T 0 0 

x cos 0 sin e + Wyy sin2 0 ] dO ds 

I a 
---w(X,y,t). (B3) 

c at 

Hence it follows that 

i'-'So27T I a2 
DJYw=~lim 2 2 ~dOds 

21T .-0 0 0 c (t - s) ae 

Noting that 

+~lim r-' (27T __ _ 
21T ._0 Jo Jo c(t - s) 

X [wx cos 0 + Wy sin 0 ]de ds 

1 a 
---w(x,y,t). 

c at 

So

27T 
lim (wx cos 0 + Wy sin O)dO = 0, 
s-t 0 

it follows from Eqs. (B3) and (24) that 
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1 i' 1 i2

11" = - --- (Wx cos 8 + Wy sin 8)d8 ds 
2rr 0 (t-s) 0 

1 a 
- -- w(x,y,t). (B5) 

c at 
On transformation back to the variables x' ,y', this takes the 
form 

1 a 
%-IW = ---a w(x,y,t) +2'w, 

c t 

where 

2'W= 2~ II {Wx(X',y';t_~)(X~~X) 
U(x.y;ct) 

(B6) 

(B7) 
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Confinement and redistribution of charges and currents on a surface by 
external fields 
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The old problem of light scattering from a perfectly conducting surface is addressed. An 
electromagnetic field is incident upon the boundary, where it induces a charge and current 
distribution. These charges and currents emit the reflected fields. A set of equations for the 
charges and currents on the surface is derived by eliminating the E and B fields from 
Maxwell's equations with the aid of the appropriate boundary conditions. An explicit and 
general solution is achieved, which reveals the confinement and redistribution of the charge 
and the current on the surface by the external field. Expressions are obtained for the surface 
resolvents, or the redistribution matrices, which represent the surface geometry. Action of a 
surface resolvent on the incident field, evaluated at the surface, then yields the charge and 
current distributions. The Faraday induction appears as an additional contribution to the 
charge density. Subsequently, the reflected fields are expanded in spherical waves, which have 
the surface-multipole moments as a source. Explicit expressions are presented for the surface
multipole moments, and it is pointed out that charge conservation on the surface sets 
constraints on these moments. The results apply to arbitrarily shaped surfaces and to any 
incident field. For a specific choice of the surface structure and the external field, the solutions 
for the charge, the current, and the reflected fields are amenable to numerical evaluation. 

I. INTRODUCTION 

The study of chemistry and physics near a surface has 
developed rapidly during the last decade. Investigations 
range from classical processes like periodic deposition,1 im
age formation,2-4 and dispersion of plasmon waves5-22 to 
quantum mechanical issues as Raman scattering of intense 
laser light,23.24 atomic fluorescence near a rough surface,25.26 
the coupling of an atomic dipole to surface polaritons,27 and 
cooperative emission processes near a conductor. 28 It ap
pears, however, that besides these well-established theories, 
even the simplest problem-light scattering from an arbi
trarily shaped surface-is not yet completely tractable. Ear
ly approximations like the Rayleigh-Fano expansion (neg
lection of multiple reflections) or the small-roughness limit 
provide sufficient understanding of the induced effects on a 
boundary by incident fields, but exact solutions in the form 
of general expressions for the scattered fields and the surface 
waves are not available at present. Contemporary closed
form solutions pertain only to polarized plane waves, inci
dent upon gratings with well-defined geometries, like square 
or sinusoidal wells. The results always rely on the periodicity 
of the surface roughness, which implies the applicability of 
Fourier-series expansions, or a numerical solution of the ex
tinction theorems, as they exist in many phrasings. 7,8, 11 In 
this paper we consider a metallic surface, which is illuminat
ed by an externally applied electromagnetic field with an 
arbitrary time dependence and spatial distribution. The sur
face is not assumed to be periodic, and our results apply 
equally well to a closed surface or to assemblies of surfaces, 
as for example a sphere near a grating. We achieve closed
form solutions of Maxwell's equations for the charge and 
current distributions on the surface and for the reflected 

fields, although at the expense of the assumption that the 
metal has a perfect conductivity, 

II. THE FIELD EQUATIONS 

The time development and the spatial distribution of the 
charge density p(r,t), the current density j(r,f) , the electric 
field E(r,t), and the magnetic field B(r,t) are governed by 
Maxwell's equations. Ifwe adopt a Fourier transform of the 
real-valued fields 

1 Sa'" '" . E(r,t) = - Re dOJ E(r,OJ)e -,w', 
1T 0 

(2.1 ) 

and similarly for the other three fields, then the field equa
tions read 

V-[E(r)E(r)] = p(r), (2.2) 

V-B(r) = 0, (2.3) 

VxE(r) - iOJB(r) = 0, (2.4) 

Vx [,u (r) -IB(r)] + iOJE(r)E(r) = j(r), (2.5) 

where we have simplified the notation by writing E(r) rath
er than E (r ,OJ). The frequency dependence of the fields and 
of E(r) and,u(r) will be suppressed throughout this paper. 

We shall suppose that the entire space is occupied by 
two kinds of media, perfect conductors and perfect insula
tors, which are separated by boundaries. The set of all boun
daries will then be referred to as the surface. Within each 
medium the dielectric constant E(r) and the permeability 
,u(r) will be assumed to be r independent, but across the 
surface E(r) and ,u(r) are discontinuous. Conductors are 
specified by a relation like j(r) = rE(r), r> 0, and the as
sumption of perfect conductivity implies the limit r -+ 00. 
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Since the current density j(r) should remain finite, we ob
tain E(r) = ° everywhere in the conductor. From Eq. (2.2) 
we then findp(r) = 0, and Eq. (2.4) yields B(r) = 0, under 
the restriction w =/- O. In this paper we will exclude the trivial 
static case w=O. Finally, Eq. (2.5) gives j(r) =0, and 
hence Maxwell's equations in the conductor reduce to 

E(r) = 0, B(r) = 0, per) = 0, j(r) = O. (2.6) 

Around a point r on the surface the fields are discontin
uous. Application of Gauss' theorem on (2.2) and (2.3) and 
of Stokes' theorem on (2.4) and (2.5) enables us to rewrite 
the equations in the vicinity of the surface as 

E(r+) = c:-1u(r)n(r), (2.7) 

B(r+) = ,ui(r) xn(r). (2.8) 

Here u(r) and i(r) are the surface charge and current den
sity, respectively, and n(r) represents the unit normal vector 
in r on the surface, with the convention that it points from 
the conductor to the dielectric. We have introduced the no
tation r+ to indicate a point in the dielectric and close to r. 
Explicitly, we write 

r+ = r + n(r)8 with 8tO. (2.9) 

We note that Eqs. (2.7) and (2.8) combine the four Max
well equations in r on the surface, and that they contain four 
unknown fields. 

The dielectric is presumed to exhibit no conductivity at 
all, so it can be specified by j = yE with y-+O. This implies 
j = 0, and from charge conservation (V-j = iwp) we find 
p = 0, since we required w=/-O. Hence, all charges and cur
rents, ifany, are situated on the surface as u(r) and i(r). The 
electric and magnetic fields in the dielectric are generated by 
u(r) and i(r), and they contain the incident fields. This no
tion allows us to write Maxwell's equations for a point r in 
the dielectric as 

per) = 0, 

j(r) = 0, 

E(r) - E(r)inc = --=-!.. J dA / u(r/) VG(r,r/) 
417C: 

+ iw,u JdA' i(r/)G(r,r/), 
417 

B(r) - B(r)inc = -,u J dA / i(r/) xVG(r,r/), 
417 

(2.10) 

(2.11 ) 

(2.12) 

(2.13 ) 

where the integrals run over the complete surface. This rep
resentation involves the Green's function of the wave equa
tion, 

G(r,r') = Ir - r/I- I exp(ik Ir - r/I), 

and its gradient 

VG(r,r/) = (r-r/)lr-r/I-3(iklr-r/I-1) 

xexp(ik Ir - r/I), 

(2.14 ) 

(2.15 ) 

which contain the wave number k = (c:,u) I f2W • We have to 
solve the set (2.12) and (2.13) for u(r), i(r), E(r), and 
B(r), and Maxwell's equations (2.7) and (2.8) on the sur
face can be considered as the boundary conditions. 
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III. ELIMINATION OF THE FIELDS 

Maxwell's equations in the dielectric medium are basi
cally two equations with four unknown fields, but we can 
eliminate the radiation fields E(r) and B(r) with the bound
ary conditions (2.7) and (2.8). To this end we take r in 
(2.12) and (2.13) as r+ from (2.9), and then substitute the 
boundary values for E(r+) and B(r+). This procedure 
leaves us with a set of two equations for u(r) and i(r). The 
appearance ofG(r+,r') and V

r
+ G(r+,r/) in the integrands 

of (2.12) and (2.13) is not convenient since it involves 
points r+, which are not situated on the surface. It will turn 
out to be more practical to have equations in which the 
Green's function connects only points of the surface, rather 
than a point on the surface to a point in the dielectric. How
ever, care should be exercised in replacing r+ by r, because 
the integrals are discontinuous across the surface. Ifwe take 
the limit r+ -r properly (see Appendix), we obtain 

J dA / u(r')VG(r+,r/) 

= - 217u(r)n(r) + JdA / u(r/)VG(r,r/), (3.1) 

J dA' i(r/)G(r+,r/) = J dA / i(r/)G(r,r/), (3.2) 

J dA / i(r/)xVG(r+,r/) 

= - 21Ti(r) xn(r) + J dA / i(r') xVG(r,r/), (3.3) 

and we observe that replacing r+ by r requires that we 
should add the terms - 217u(r)n(r) and - 21Ti(r) xn(r) 
in Eqs. (3.1) and (3.3). It was already pointed out by Mara
dudin29 that integrals of this kind appear to have a finite 
contribution from a single point. This feature can, however, 
also be regarded as resulting from the discontinuity of the 
fields across the surface. Critical comments on this issue 
have also been made by Agarwal 12 in a slightly different con
text. Combining everything then yields the set of equations 

u(r)n(r) =--=-!..JdA' u(r/)VG(r,r/) 
217 

+ iwc:,u JdA / i(r/)G(r,r/) + 2c:E(r)inc, 
217 

(3.4 ) 

i(r) xn(r) = --=-!.. J dA ' i(r/) XVG(r,r/) + 2,u -IB(r)inc, 
217 

(3.5 ) 

for u(r) and i(r). We can write u(r) and i(r) in the inte
grands as 

u(r) = n(r)-(u(r)n(r»), 

i(r) = nCr) X(i(r) xn(r»), 

(3.6) 

(3.7) 

since i(r) is parallel to the surface, which shows that Eqs. 
(3.4) and (3.5) are essentially a set of equations for the vec
tor fields u(r)n(r) and i(r) Xn(r) on the surface. 

Equation (3.5) for i(r) Xn(r) has the form of an inho
mogeneous Fredholm equation of the second kind, where 
the external field 2,u- 1B(r)inc is the inhomogeneity. In the 
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same fashion, Eq. (3.4) has 2cE(r)inc (and the current 
term) as an inhomogeneous part. Hence the incident fields 
can be regarded as the source terms of these equations. In 
this sense a( r) =I 0 and i (r) =I 0 are a result of the presence of 
the driving field, so the charges and the currents are confined 
on the surface by the field. If there is a net charge on the 
surface, this mechanism might also be conceived as a redis
tribution process. Equations (3.4) and (3.5) resemble the 
extinction theorem for the analogous problem of scattering 
of an incident field from a dielectric grating. The extinction 
theorem is, however, a homogeneous equation, and its solv
ability condition is equivalent to the dispersion relation for 
surface polaritons. 

IV. REPRESENTATION OF THE SURFACE 

Ordinary Fredholm equations are single-variable equa
tions for a function on the complex plane, and they can be 
solved by an expansion of the function onto a suitable com
plete set. Our equations for a(r)n(r) and i(r) Xn(r) are 
three-dimensional and surface-related equations for a vector 
field, so we have to modify the standard technique slightly. 
In order to accomplish this, we introduce spherical coordi
nates (r,e,</J) with respect to an arbitrary origin, and we will 
abbreviate the direction e,</J by the single variable O. Then 
the assembly of all points r, which constitute the surface, can 
be represented by a set of functions S (0)". The S (0)" will 
indicate the distance from the origin to a point r on the sur
face, in the direction 0, while the subscript A accounts for 
the multiplicity (see Fig. 1). In this fashion, the surface is 
divided in regions, numbered by A, where its shape is defined 
by a function s( 0)", which determines uniquely the spheri
cal coordinates (r,e,</J) = (s(e,</J)",e,</J) of a point r in this 
region. The shape functions s(O)" will be assumed to be 
given, and therefore we can represent a point on the surface 
by its surface coordinates (..1,,0) rather than by its spherical 
coordinates (r,O). We will use A as a subscript and 0 as a 
variable. 

The measure dA (0)" and the direction n (0)" of the 
surface at a given point (..1,,0) are fixed by its shape s( 0)". 
For instance, the infinitesimal surface area at (..1,,0) is given 
by 

dA(O)" =f(fl)" dO, 

with 

f(O)" = s(O)" {s(O)l + (:e s(O)" r 
I (a )2} 112 + sin2 e a</J s(O)" , 

(4.1 ) 

(4.2) 

FIG. 1. Illustration of the surface multiplicity. From the origin 0 in the 
direction O. we find points on the surface which have a distance 
5(0) 1.5(0)2 .... to O. Therefore. a description of the surface in spherical 
coordinates requires a set of functions 5 (0) .< • 
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in terms of the infinitesimal surface area dO = sin e de d</J of 
the unit sphere. Hence the functionf( 0)" accounts for the 
deviation of the surface curvature from the curvature of a 
sphere, and with the aid of ( 4.1) we can transform a surface 
integral over the region A into an integration over a part of 
the unit sphere. We note that not every direction 0 for a 
given A corresponds to a point on the surface. It will turn out 
to be convenient to extend the definition (4.1) off( 0)" as 

f( 0)" = 0, if 0 does not correspond to a point on 

the surface in region ..1,. (4.3 ) 

Then we can write the surface integrals as 

J dA'" = f J dOf(O)" ... , (4.4) 

where the integrals now run over the complete unit sphere 
for every ..1,. This construction will enable us to apply the 
general theory of expanding vector fields on a sphere. 

V. EXPANSION OF THE FIELDS 

Since we are using spherical coordinates, the spherical 
harmonics Y( 0) 1m supply a suitable complete set on the unit 
sphere for an expansion of the magnitude of a vector field. 
The direction of a vector will be expanded onto a space-fixed 
set of three unit vectors, denoted by er , which is, for instance, 
the Cartesian set ex,ey,ez or the spherical set e+i,eO,e_ i . 
Then the vector fields Y( 0) 1m er constitute a complete set on 
the unit sphere for an expansion of an arbitrary vector field. 

It is our aim to solve Eqs. (3.4) and (3.5) fora(r)n(r) 
and i(r) xn(r). We thus start with an expansion of these 
fields, 

f(fl)" a(O)"n(O)" = L Slmd Ylm (O)er , (5.1) 
Imr 

f(O)"i(O)" Xn(O)" = L IlmT" Ylm (O)e r , (5.2) 
Imr 

and note that we have included a factor f( 0)" on the left
hand side. This is necessary, since otherwise the left-hand 
side of Eqs. (5.1) and (5.2) would not be properly defined 
for every O. The driving, incident fields E(r)inc,B(r)inc in 
Eqs. (3.4) and (3.5) enter only through their value on the 
surface, so that we can expand them on the surface set ac
cording to 

f(O)"E(O):tc 
= L E lmT" Y(O)lmer, (5.3 ) 

Imr 

f(O)"B(O):tc 
= 2: B lmr" Y(O)lmeT' (5.4 ) 

Imr 

The expansion coefficients for the incident fields then follow 
from the inverse relation 

E lmr" = J dOf(O)"E(O):tc'e~Y(fl)rm' (5.5) 

B lmT" = J dOf(O)"B(O):tc·e~Y(O)tn, (5.6) 

and the appearance off(O)" in the integrands reflects that 
we actually have integrals over region A of the surface. This 
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illustrates thatf( 0) A Y( 0) '!:.. e~ can be considered as a com
plete surface set for the expansion of a vector field on the 
surface. Note that we allow er to be complex, which is the 
case for a spherical set. 

VI. THE CHARGE AND THE CURRENT DISTRIBUTIONS 

It is straightfoward to rewrite Eqs. (3.4) and (3.5) for 
O"(r)n(r) and i(r) xn(r) in terms of their expansion coeffi
cients. We obtain 

= itWf.1 I R j~~A,l'm'r'A,11'm'r'A' - 2EElmrA , (6.1) 
['m'r'A' 

I (Ri~~A,l'm'r'A' -Oll'Omm,Orr' OAA,)11'm'r'A' 
['m'T'A' 

= - 2f.1-IBlmr.-l' (6.2) 

which are two coupled inhomogeneous linear equations for 
the surface charge SlmrA and the surface current 1lmrA . The 
expansion coefficients ElmrA and B lmrA for the external fields 
are supposed to be given. The set (6.1) and (6.2) also in
volves three R-matrices, with matrix elements 

R i~~A,I'm'r'A' = ~1T1 J dO J dO' f(O)A Y(O)'!:.. nO')/'m' 

X {e~X(n(O')A' Xer , )}·VG(O,O')AA" 
(6.3 ) 

R j~~A,l'm'r'A' = ~1T1 f dO f dO' f(O)A nO)'!:.. nO')/'m' 

X(n(O')A,·ene~·VG(O,O')AA" (6.4) 

R j~~A,l'm'r'A' = ~1T1 f dO f dO' f(O)A nO)1m nO')/'m' 

Xe~·(n(O')A' Xer,)G(O,O')u', (6.5) 

where we have written G( 0,0') AA' for the Green's function, 
which connects the points (..1,,0) and (A ',0') of the surface. 
We emphasize that these R -matrices depend only on the ge
ometry of the surface, and not on the external fields. Pre
scription of the shape of the surface determines the R -matri
ces. Recall, however, that the R-matrices depend on the 
frequency w through the Green's function, but this is merely 
a parametric dependence and independent of the external 
field. 

The expansion coefficients Slmr.-l can always be arranged 
in a one-dimensional array, considered as a vector, and simi
larly R (I), R (2), and R (3) can be regarded as two-dimensional 
matrices. Then we can write (6.1) and (6.2) as 

(R (2) - l)S = iWEf.1R (3)1 - 2EE, 

(R (1) - 1)1 = - 2f.1- IB, 

( 6.6) 

( 6.7) 

where we have also adopted a vector representation for the 
driving fields. The solution of (6.6) and (6.7) is immediately 
found to be 

S = 2E {E _ iwR (3) 1 B } 
1 - R (2) 1 _ R (I) , 

( 6.8) 

1072 J. Math. Phys., Vol. 28, No.5, May 1987 

2 -I 

1 = f.l (1) B, 
1-R 

( 6.9) 

which expresses the charge density Sand the current density 
1 explicitly in the externally applied fields E and B and the 
surface-shape matrices R (I), R (2), and R (3). 

For vanishing external fields, e.g., E = ° and B = 0, the 
charge and current distributions also vanish, as can be seen 
explicitly from Eqs. (6.8) and (6.9). Hence the charges and 
currents are indeed confined to the surface by the external 
fields. Remember that we have excluded the static case 
w = 0, for which we can have charges on a surface without 
external fields. Furthermore, we can identify the resolvents 
(1 - R (2) -I and (1 - R (1) -\ as the operators that account 
for the redistribution of the charges and currents, respective
ly, as resulting from the Lorentz force between charges and 
between currents. The coupling of charges and currents, 
which is the Faraday induction, is incorporated in the R (3)_ 

matrix. 

VII. THE REFLECTED FIELDS 

The incident field induces charges and currents on the 
surface, and these oscillating charges and currents emit radi
ation, which are the reflected fields. In this section we ex
press these fields in terms of the expansion coefficients SlmrA 
and 1Imr.-l' as they are given explicitly in the previous section. 

In Eqs. (2.12) and (2.13) we expressed the reflected 
electric field E(r) - E(r)inc in terms of £T(r) and i(r), and 
similarly B(r) - B(r)inc in terms of i(r). With (3.6) and 
(3.7) we can rewrite these equations in a way that O"(r)n(r) 
and i(r) xn(r) are the source fields, and then we can apply 
(5.1) and (5.2) in order to find an expansion on the spheri
cal set. However, the resulting expressions are not transpar
ent, since they will involve the Green's function and its gra
dient. In order to achieve a more comprehensible result, we 
expand the Green's function on the spherical set. We write30 

G(r,r,( ) 

= 41Tik I h (I)(k5'(O')A)/Y(O')/m j(kr), Y(O)'!:.., 
1m 

(7.1 ) 

where h j I) and jl are spherical Bessel functions. Here the 
convention is that we choose the origin of our coordinate 
system in the dielectric, and in such a way that the inequality 

5'(O)A > r (7.2) 

holds for every (..1,,0). The vector r is the position in the 
dielectric, where we wish to evaluate the reflected fields. The 
expansion coefficients SlmrA and 11mrA depend on the position 
of the origin, so both the charge and current distributions 
and the reflected fields must be evaluated with respect to the 
same coordinate system. Futhermore, restriction (7.2) must 
hold in order to apply the series expansion (7.1) of the 
Green's function. For a given r, this can always be arranged. 

The solution for the fields can be cast in an appealing 
form by the introduction of the source-term vectors 

(7.3 ) 
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I (A) - 'VI 1m - £... ImTA eT· (7.4 ) 
T 

In view of (5.1) and (5.2), these 81:.) and I~) are just the 
expansion coefficients of f(O)AO"(O)An(O)A and f(O)A 
i(O)A Xn(O)A after an expansion of these fields onto the set 
of spherical harmonics, but without a decomposition along 
the basis vectors e

T
• Futhermore, we define the vector 

P)~~/'m' = - i f dOf(O)A YCO)lm Y(O)/'m' 

Xh (l)(kS(O»)/,n(O)A' (7.5) 

which is a surface integral over the region A. It is the inte
grated normal vector n(O)A times the appropriate weight 
functions. This vector Pi~~/'m' depends only on the shape of 
the surface. After these preliminary definitions, we can write 
for the reflected fields 

E(r) - E(r) inc 

= ~ L Pi~~/'m,-8i~)Vj(kr)/' YCO)7m' 
c Iml'm'A 

- iOJ/-lk L Pi~~/'m' Xli~J(kr)/' YCO)7m" (7.6) 
Iml'm'A 

B(r) - B(r)inc 

= /-lk L (pi~~/'m' xIi~) )Vj(kr) I' YCil)7m" (7.7) 
Iml'm'A 

These explicit expressions for the fields that are emitted by 
the surface charge and current distributions exhibit a clear 
separation between the source terms 81:.) and Ii~) and the 
redistribution, due to the surface geometry, which is ac
counted for by the vector Pi~~/'m" The spatial distribution is 
represented as an expansion in the spherical waves j(kr) I 

YCO)t" and Vj(kr) I Y lm (0)*. 

VIII. SURFACE MUL TIPOLES 

We can elucidate the significance of the expansions 
(7.6) and (7.7) for the reflected fields by the introduction of 
the surface multipoles. To this end we define the multipolar 
moments of the charge and the current distributions as 

C k 'V (A) _8(A) 
1m = - £... P/'m'.lm I'm', 

C l'm'A 

J k 'V (A) I(A) 
1m = /-l £... P/'m'.lm X I'm" 

l'm'A 

(8.1 ) 

(8.2) 

where Clm is a scalar and Jim is a vector. These multipolar 
moments represent the charge and current distribution of 
the complete surface, not just in one region A. The emitted 
fields now attain the form 

E(r) - E(r)inc = L Clm Vj(kr)1 Y(O)t" 
1m 

- iOJ L Jlmi(kr) I YC 0) t", (8.3) 
1m 

B(r) - B(r)inc = L Jim XVj(kr) I YCO)t", (8.4) 
1m 

which greatly resembles the multipole expansion of the fields 
emitted by a charge and current distribution in a restricted 
region of space. The distinction is of course that the source 
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terms Clm and Jim here gain contributions from everywhere 
in space, rather than from a localized area. This results effec
tively in an exchange of the spherical Bessel function 
h (l)(kr)1 withj(kr)1 in the expansion of the Green's func
tion. 

The surface multipolar moments Clm and Jim are not 
independent. From the fact that the fields obey Maxwell's 
equations, as they do by construction, it follows that they are 
subject to some constraints. From V-lEer) - E(r)inc) = 0 
we readily derive the relation 

ifEjiClm 

JT I-I 
= L L Clm171/- l/-l)J/_I,/1-e~ 

~21 - 1 /1 ~ - (1- I) T 

JT+T 1+1 

+ L L Clm1711 + 1/-l)J/+ 1'/1-e~, 
~ 21 + 3 /1 ~ - (l + I) 

(8,5 ) 

for a spherical basis set eT, Here (1m 1711 ± 1/-l) denotes a 
Clebsch-Gordan coefficient. The constraint (8.5) can be 
considered as the surface-integrated form of charge conser
vation (V-j = iOJp) for the surface charge density 0"( r), 

IX. CONCLUSIONS 

We have studied the charge and current distributions on 
the boundary of a perfect conductor with a dielectric, as they 
are confined and redistributed there by an externally applied 
electromagnetic field, The surface was allowed to have an 
arbitrary shape, and we did not impose any periodicity con
dition. We obtained closed-form and exact expressions for 
O"(r) and i(r) everywhere on the surface. This was accom
plished by deriving a set of inhomogeneous Fredholm equa
tions of the second kind for O"(r)n(r) and i(r) xn(oI') from 
Maxwell's equations, and subsequently solving these equa
tions by an expansion on a discrete spherical set of basis 
vector functions, The solution involves surface-structure 
matrices, the R-matrices, which are independent of the inci
dent field. It appears that an operation of a resolvent (1-
R) - I on the vector representation of the impinging field on 
the surface yields the charge and current distributions, The 
Faraday induction between the E and the B fields gives rise 
to a coupling between the equations for O"(r)n(r) and 
i(r) Xn(r), and it was accounted for by the matrix R (3). 

Next, the structure of the fields, which are emitted by 
the oscillating charges and currents, was examined. The so
lution was cast in the form of a spherical multipolar expan
sion, and the multipolar moments were identified explicitly 
in terms of the solutions for O"(r) and i(r). The effect of the 
surface geometry could be incorporated entirely by the ap
plication of a surface-integrated normal-direction matrix 
Pi~:l'm" In addition, it was shown that the multipolar mo
ments for the charge and current distributions are related, 
which reflects the charge conservation on the surface, 
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APPENDIX: DISCONTINUOUS INTEGRALS 

The integrals on the right-hand sides of Egs. (3.1) and 
(3.3) are discontinuous if we pass r+ across the surface. 
Therefore, care should be taken in the evaluation of the limit 
r+ --->r. In this appendix we give the details of the derivation 
ofEg. (3.1). Then the results (3.2) and (3.3) are obtained 
along similar lines. The limit to be found is 

Int = J dA' a(r')eik1r ' -r'l(r+ - r') 

{ 
ik I} 

X Ir+ _ r'12 - Ir+ - rT ' 
(AI) 

with r+ = r + n(r)8 and 810. To this end we divide the sur
face into a small circle with radius R and around r and the 
remainder of the surface. This is illustrated in Fig. 2. For the 
integration over the region outside the circle, the integrand 
has no singularities, and we can replace r+ by r. Inside the 
circle, however, the factor in curly brackets is singular for 
r+ --->r'. This implies that we have to carry out the integration 
before we take the limit 8 1O. This can be done as follows. 
First, for r' inside the circle we can write 

a(r') "",a(r), (A2) 

(A3) 

since these functions vary negligibly over the singularity. 
Next, we write r+ - r' = (r - r') + n(r)8 for the vector in 
front of the brackets. Then we notice that the integral with 
r - r' vanishes because of the cancellation of contributions 
from band - b (see Fig. 2). This component disappears for 
every 8" and therefore also in the limit 810, which leaves us 
with 

Int = J dA ' a(r')VG(r,r') 

f, { ik + a(r)n(r)8 . . dA' 
l~slde Ir+ _ r/12 
circle 

Ir+ ~ r'13 }. 

(A4) 

From Fig. 2 we see that Ir+ - r'12 = Ir - rr + 82. After 
substitution into the integrand, the integration is most easily 
carried out in polar coordinates, which yields 

8 f, dA ' { ik _ 1 } 
mside Ir+ - r'12 Ir+ _ r'13 
circle 

1074 

= 21T{!ik8log(R 2 + 82
) - ik8log 8 

+ 81(R 2 + 82
) 1/2 - n. 
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(AS) 

FIG. 2. Geometry for the evaluation of the limit r+ ~r, Around r on the 
surface, we divide the surface into an infinitesimal circle of radius R, and the 
rest of the surface, Then the integrals are split up accordingly, The normal 
vector points from the surface into the dielectric and is multiplied by /5 > 0, 
We denoted r+ - r' by a and r - r' by b, The limit r+ ~r implies R >/5 > 0 
and R ~ 0, It appears that an integral over the small circle remains finite 
whenever the gradient of the Green's function occurs in the integrand. 

In the limit R ~8 > 0 and R --->0, this integral acguires the 
finite value of - 21T, and its combination with Eg. (A4) 
gives expression (3.1), which was to be proved. 
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The relations on the electromagnetic field obtained by Teukolsky and Press for type D vacuum 
space-times are considered; these are four second-order equations in two complex components 
of the field with respect to a principal null tetrad. A rigorous geometric interpretation of these 
relations is given, showing the essential role played by the Maxwellian character of the basic 
null tetrad. It appears that, generically, the Teukolsky-Press relations are incomplete. Once 
completed, their generalizations to the general Maxwell equations (with source term) with 
respect to non-necessarily Maxwellian tetrads on arbitrary space-times are given. 

I. INTRODUCTION 

(a) Let <Po, <PI' <P2 be the components of the electromag
netic field Fwith respect to a principal null tetrad in a type D 
vacuum space-time. Here we call Teukolsky-Press relations l 

the following set of four second-order partial differential 
equations in the two components <Po, <Pz: 

To: 7o<Po = 0, T2: 70<Pz = 0, 
(1) 

To: !.o<Po + !.2<PZ = 0, T2: T..o<Pz + T..2<PO = 0, 

where the 7'S are given, in the Newman-Penrose notation, 
by 

70= (D - e + E - 2p - p) (Il + 11- 2y) 

- (0 - f3 - ii - 27 + ff)(b + 1T - 2a), 

!.o= (8 + 31T - T3 - a) (8 + 1T - 2a), 

!.Z = (D + 3p + e - €) (D - P + 2e), 

(2) 

and ~ is the operator which permutes separately the real 
and complex vectors of the null tetrad. The two uncoupled 
equations in (1), To and T2, were first given by TeukolskyZ; 
the remaining two, To and Tz, by Teukolsky and Press. 3 

The Teukolsky':Press relations were the starting point 
to show3 that the Maxwell equations can be integrated by 
separation of variables in perturbed Kerr geometries. For 
this reason, they play an important role in many problems 
related to the Kerr space-times. It is the case, in particular, in 
the problem of the perturbations of a Kerr black hole by 
incident electromagnetic waves, first considered by Staro
binsky and Churilov,4 which could be studied in detail (see 
Chandrasekhar5 

) • 

But, in spite of their simple derivation, the Teukolsky
Press relations are not easy to interpret: derived from the 
Maxwell equations, one does not know, conversely, to what 
extent the Maxwell equations are implied by them. 

On the other hand, some authors6
,7 have given Teu

kolsky-Press-like relations in the Kerr-Newman space
times, but the precise conditions under which the Teu-

kolsky-Press relations may be generalized to other 
space-times have not yet been found. 

This paper answers both problems: we find a rigorous 
geometric interpretation of the Teukolsky-Press relations 
and their connection with the Maxwell equations, and we 
give their generalizations to arbitrary null tetrads and arbi
trary space-times. 

(b) For this task, we need two important notions: those 
of Maxwellian structure and of conditional system associated 
to a given differential system. 

It is well known that a electromagnetic field (arbitrary 
two-form) selects algebraically, at every point of the space
time, a pair of orthogonal two-planes which, in the regular 
case, define a 2 + 2 almost-product structure. 8

-
1O The Max

wellian structures are the 2 + 2 almost-product structures 
defined by the regular solutions to the vacuum Maxwell 
equations. 

On the other hand, let D J (<PO,<PI'<PZ) and D2(<P0,<P2) be 
two differential systems in the <p's. We shall say that D z is a 
conditional system for D J ifall their solutions (<Po,<Pz) may be 
completed to solutions (<Po,<Pl><Pz) of D\ and if, conversely, 
all the solutions (<Po'<PJ'<Pz) of D J are such that (<P0,<P2) are 
solutions of D z. 

We shall see here that the Maxwell equations always 
admit a conditional system in (<Po,<Pz) that is, generically, of 
third order. Moreover, this system degenerates to a second
order system if, and only if, the basic null tetrad is associated 
naturally to a Maxwellian structure. 

The principal null tetrads of the type D vacuum space
time are associated to a Maxwellian structure. Consequent
ly, the conditional system admitted there by the Maxwell 
equations is a second-order one. Then, its comparison with 
Eqs. (1) and (2) shows that, up to a missing equation, the 
Teukolsky-Press relations on the type D vacuum space-times 
are nothing but the conditional system in (<Po,<Pz) admitted by 
the Maxwell equations. 

The missing equation in the Teukolsky-Press relations 
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is identically verified on the solutions of the Maxwell equa
tions which are invariant under the isometry group of the 
Kerr metric. This is, perhaps, the reason why this equation 
has been omitted up to now: the Maxwell solutions usually 
considered in this context belong essentially to this class. 

On the basis of our preceding results, the generalization 
of the Teukolsky-Press relations to any null tetrad in any 
space-time must be considered as given by the conditional 
system in (rpO,rp2) associated there to the Maxwell equations. 

It will be then easy to characterize the type D non va
cuum space-times in which the first two Teukolsky-Press 
equations remain uncoupled. 

( c) The paper is organized as follows: in Sec. II we in
troduce ''Cl la Rainich" the notion of Maxwellian structure 
and then, give its version in the complex formalism. Section 
III is devoted to finding the conditional systems in (rpO,rp2) 
admitted by the Maxwell equations, and Sec. IV gives its 
explicit expression in terms of the spin coefficients. Finally, 
in Sec. V, we compare them with the Teukolsky-Press rela
tions and discuss the remainder of the results stated in the 
precedent paragraph (b). 

This paper contains some results published elsewhere, 11 

but here we consider the general Maxwell equations (with 
source term), obtain the explicit form ofthe third-order con
ditional system, and give detailed proofs of our statements. 

II. MAXWELLIAN STRUCTURES 

(a) Let n be a domain of the space-time (V4 ,g), g being 
a Lorentzian metric of signature - 2. To every two-form F 
is associated the Minkowski stress-energy tensor T, given by 
2T=F2 + (*F)2 with F2=F XF, X being the cross prod
uct, 12 and * denoting the Hodge dual operator. 13 The tensor 
T verifies T2 = X2g, where X is nonzero if, and only if, F is 
regular. 14 In this section we shall consider only regular two
forms, so that the tensor p=X-1T defines a 2 + 2 almost
product structure. Let G be the simple unit two-form charac
terizing the field of time like two-planes of the structure 

!trG 2 =1, tr*GXG=O, P=G 2+(*G)2, (3) 

tr being the trace operator; the field of spacelike two-planes 
is then characterized by *G, and one has ls 

F=e4>+'¢G=e¢(cost/JG+sint/J*G), (4) 

where 2rp = In 2X. Every regular two-formFis thus biunivo
cally characterized by its components {G,rp,t/J}. Note that, 
given the geometric component G, the energetic component rp 
determines the norm of the eigenvalues of T, and both, G and 
rp, characterize T itself. Finally, among all the two-forms 
associated with a given T, the Rainich component t/J selects, 
by a duality rotation, the particular two-form F. 

(b) In terms of these components, the vacuum Maxwell 
equations for F, 

8F= 0, 8*F= 0, (5) 

may be written9 

# = ct>, dt/J = IJI, (6) 

where the one-forms ct> and IJI are functionals of the sole 
geometric component G: 

1076 J. Math. Phys., Vol. 28, No.5, May 1987 

ct>=*(8GA *G + 8*GA G), 

1JI=*(8G A G - 8*GA *G), 
(7) 

8 being the codifferentiation operator and" A " denoting the 
exterior product. 16 

From (6), the Rainich Theorem 8 follows: A simple and 
unitary two-form G is the geometric component of a (local) 
solution to the vacuum Maxwell equations if, and only if, it 
verifies the equations 

dct> = 0, dlJl = 0. (8) 

The almost-product structures defined by such simple 
and unitary solutions to Eq. (8) will be called Maxwellian 
structures. 

To every Maxwellian structure, say G, the first of rela
tions (6), drp = ct>, associates a (one-parameter, additive) 
family of energetic components rp, characterizing a (ho
mothetic) family of energy tensors T. In fact, it may be 
shown that this relation is strictly equivalent to the conserva
tionequation8T= ° (Ref. 17). In a similar way, the second 
of the relations (6), dt/J = IJI, associates with G a (one-pa
rameter, additive) family of Rainich components t/J, charac
terizing (up to a homothecy) a family of two-forms F related 
by a constant duality rotation. In fact, it may be shown that 
this relation is strictly equivalent to the Rainich's complex
ion equation. The set {G,rp,t/J} then defines the two-param
eter family of solutions to the Maxwell equations having the 
same almost-product structure. 

(c) The form (6) of the Maxwell equations may be easi
ly obtained in the complex vectorial formalism. 18 Let us con
sider the complex two-forms Z/ (l = 0,1,2) given by 

ZO=mAn, ZI=nAI-mAm, Z2=IAm, 

where {l,n,m,m} is a complex null tetrad; since the Z l>s are 
self-duals, *Z / = iZ /, the basis {Z /,Z 1} of the complex 
two-forms separates invariantly the self-dual and anti-self-

-/ 
dual parts of every two-form W: W = W/Z / + 1f'/Z . In 
particular, for every real two-form F, the complex two-form 
F=F - i*Fis self-dual and its components in the basis {Z 1} 
will be designed by rp/: F= rp/ZI (l = 1,2,3). 

The general Maxwell equations 8F = J, 8*F = 0, now 
may be written in the form 

J = 8F = 8{rpIZ 1} = rp l8Z 1 - i(drpl)Z 1 + 8H. 

Contracting by Z 1 and taking into account thatZ 1 X Z 1 = g, 
one finds that the general Maxwell equations are equivalent 
to the system 

#1 = rp1h + UJ, 

where 

(9) 

h=i(8Z I)Z I, UJ=i(8H - J)Z I, H=rpoZ° + rp2Z2. 
(10) 

In order to formulate the Rainich Theorem in this for
malism, let us consider the almost-product structure asso
ciated to a null tetrad, defined by the element Z 1 of the corre
sponding self-dual basis, Z 1 = G - i*G. The two-form Gis 
the geometric component of every two-form Fo having the 

. 4 d h F,A A,0Z 1 'th A,0 ¢ + i¢ expressIOn ( ), an one as 0='1-'1 Wi '1-'1 = e , 
that is H = 0: The vacuum Maxwell equations for Fo are 
then 
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d In 4>~ = h, 

and their (local) integrability condition is 

dh=O. 

(11 ) 

(12) 

Expressing Z I in terms of G in the definition (10) of h, and 
taking into account that *(v/\A) = - (- I)Pi(v)*A for 
everyone-form v and every p-form A, one finds 
h = <I> + i*'I', where <I> and 'I' are the functionals of G given 
by (7). We then have the following. 

Proposition 1 (Rainich Theorem): An almost-product 
structure Z I is (locally) Maxwellian iff the one-form 
h=i(DZ I)Z I is closed: dh = O. 

Let us consider the component (dh) I of dh in the basis 
{Z I,Z I). From the identity (A,dv) = Di(v)A + i(V)DA and 
the orthogonal properties of the Z [, s, one has 

-2(dh)1 = (ZI,dh) =&(h)ZI +i(h)oZI 

=DzZ I +P(DZI)ZI =0, 

and thus we have the following. 
Proposition 2: The differential system dh = 0 character

izing the Maxwellian structures consists of five second-order 
complex equations in Z I. 

Considered as equations on the spin coefficients of a null 
complex tetrad compatible with the Maxwellian structure, 
they are first-order equations; their explicit expression may 
be found elsewhere. 19 

III. CONDITIONAL SYSTEMS FOR THE MAXWELL 
EQUATIONS 

(a) The differential system (8) defining the Maxwellian 
structures is satisfied by the component G of all the solutions 
(4),tP,G) to the vacuum Maxwell equations (6) and, con
versely, all his solutions G may be completed to solutions 
(4),tP,G) to the Maxwell system. In other words, in order that 
the Maxwell equations, considered as an (overdetermined) 
system in the two unknowns 4> and tP, be compatible, it is 
necessary and sufficient that the system (8) in G holds. We 
give the following definition. 

Definition: Let DI (x,y) and Dz (y) be two differential 
systems in p unknowns x and q unknowns y; let SIC F P + q 

and Sz CFq be their corresponding spaces of solutions, and 
let 1T: Fp+q ...... Fq, (x,y)~(y) be the natural projection. We 
shall say that D2 is a conditional system in the y's for DI if 
1T(SI) = S2' 

Thus, the Rainich Theorem may be equivalently en
ounced by saying that the Maxwell equations admit a second
order conditional system in G. 

(b) Let us now consider the general Maxwell equations 
(9) in the unknowns 4>1' By differentiation, one has 

0= d4>l/\ h + 4>1 dh + dw, 

and. taking into account (9). it follows that 

0+ 4>1 dh = 0, (13) 

where 

(14) 

Thus when dh does not vanish, a necessary condition for the 
existence of 4>1 is that the two-forms a and dh be proportion
al: 
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(15) 

In such a case, the sufficient conditions are obtained by im
posing that the proportionality factor between both two
forms be effectively a solution of Eq. (9). These conditions 
are first-order equations in a or, from (14), third-order 
equations in (4)o.4>z)' When dh vanishes, we have (locally) 
h =dln4>~ and Eqs. (9) maybe written d(4)I/4>n =w/4>~, 
whose integrability conditions are 0=0. We have shown 
the following. 

Theorem 1: The Maxwell equation always admit a con
ditional system in (4)0.4>2)' It is, generically. a third-order 
system, and it reduces to a second-order one if, and only if, 
the almost-product structure associated to the self-dual basis 
is Maxwellian: dh = O. In such a case, the system is given by 

0(4)0,4>2) = o. (16) 

For every solution (4)0,4>2) to (16), there exists a family 
of functions which complete it to solutions to the Maxwell 
equations. If 4> I is such a function, all the others are of the 
form 4> I + 4>~ where 4>~ is the general solution for the electro
magnetic fields admitting Z I as the complex geometric com
ponent. 

(c) Now consider a non-Maxwellian geometry and let X 
be any two-form such that (X,dh) #0. IfEqs. (15) are veri
fied, then, according to (13), we have 

4>1 = - (O,x)/(dh,x), 

and Eqs. (9) impose 

(O,x)d(dh,x) - (dh,X)d(O,x) 

= - (O,x) (dh,x)h + (dh,x)2W • 

(17) 

After rearranging terms, these equations may be written in 
the form 

i(X)i' (X){O ® V dh - dh ® va 
+ a ® h ® dh - dh ® w ® dh} 

+ {i(!l)i'(dh) - i(dh)i'(O)}(X® VX) = 0, (18) 

where i( ) and i' ( ) denote, respectively, contraction over 
the first and last two-form elements of the tensorial basis. 
From Eqs. (15) and their covariant derivatives, it follows, 
respectively, that the term in X ® V X vanishes and that the 
tensor between brackets, which is in AZ 

® T* ® A2, is sym
metric in their antisymmetric components. Thus, as (18) 
must be verified for any two-form X, we have the following. 

Theorem 2: The third-order conditional system in 
(4)0,4>2) for the Maxwell equations is given by 

O®Vdh-dhEfl{VO-h®O+w®dh}=O. (19) 

To every solution (4)0,4>2) to this system, corresponds a 
unique solution (4)0,4>1,4>2) to the Maxwell equations, the 4>1 
being given by (17). 

IV. THE SECOND-ORDER CONDITIONAL SYSTEM IN 
THE SPIN COEFFICIENTS' FORMALISM 

(a) Let {OI,OI} be the components of the two-form a 
with respect to th; chosen self-dual basis {Z I,Z I). From the 
orthogonalityproperties(Zo,Z2) = 1,(Zl,zl) = -2,and 
the definition (14) of 0, we have, for the component aI, 
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- 2111 = (Z',11) = (Z',wl\h) + (ZI,dw) 

= - i(w )i(h)Z 1 + 8i(w)Z 1 + i(w )8Z I, 

where the adjoint character of i( ) (resp. 8) with respect to 
1\ (resp. d) has been taken into account. But, from 
Z 1 xZ 1 = g and the definition (10) of hand w, it follows 
i(h)Z 1 = 8Z 1 and i(w)Z 1 = 8H - J so that we have 

- 2111 = - i(w )8Z 1 + 8(8H - J) + i(w )8Z 1 = 0. 

Consider now the component 110 and O2: the second-order 
terms in <Po and <P2 come from dw or, according to the defini
tions ( 10) of wand H and the orthogonality properties of the 
basis Z I, from the antisymmetrization of V d<po X Z 0 
+ Vd<P2XZ2; but ZOXZ o = Z2 XZ2 = 0, 0 0 = (0,Z2), 

and O2 = (O,Z 0) so that 0 0 (resp. O2) does not depend on 
the second-order derivatives of <P2 (resp. <Po). On the other 
hand, it is clear that 0 depends at most on the first deriva
tives of J, and, finally, denoting by - the operator which 
permutes separately the real and complex vectors of the null 
tetrad, _ 2 = Id, Z ' = - Z " Z 0 = - Z 2, one has j = J, 
4>0 = - <P2 so that, from the definitions (10) of hand w, it 
follows that h = hand (ij = - wand, consequently, 
n = - 11. Taking into account all these results, we have the 
following. 

Proposition 3: The second-order conditional system in 
(<PO,<P2) for the general Maxwell equations is of the form 

- 0 0 = Do<Po + D2<P2 + /0 = 0, 

- Qo=l!o<Po + 1!2<P2 + /2 = 0, 

112=Do<P2 + D2<po - /0 = 0, 

Q2 =~0<P2 + ~2<PO - /2 = 0, 

!(11 1 + Q,) =D,<P2 - D,<po - /, = 0, 

(20) 

where D2 is a first-order derivation operator and the //s 
are functions of J and its first derivatives. 

(b) In order to obtain the explicit expression for the 
components (20) of the two-form 0, in terms of the spin 
coefficients and the directional derivatives associated to the 
null tetrad, we need of some intermediate expressions. The 
evaluation of the codifferentials of the Z I,S, which may be 
easily performed using Ref. 18, gives 

8Z o = 2i(0',)Zo + i(0'2)Z I, 

8Z 1 = - 2i(0'0)Zo + 2i(0'2)Z2, 

8Z 2 = - i(O'o)Z 1 - 2i(0'1)Z2, 

where the O'/s denote the following one-forms's: 

0'0 = 71 +Kn -pm - O'm, 

0'1 = yl + en - am - [3m, 

0'2 = vi + 1m - Am - pm. 

The codifferentials of the tetrad one-form are 

81= - (e+E) + (p+p), 8n= (Y+r) - (p+}i), 

8m = - fT + 7 + a - [3, 8m = - 1r + 1- + a -{J, 
and the action of the operator - on the O'/s is 

iT1 = - 0'1' iTo = - 0'2' 

Following Crossman and Fackerell,6 we write 

D ~ = D + (p - l)e - (q + l)p + (r - 1)E' - sp, 
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8;~ =8+ (p-1)[3- (q+ 1)7- (r-l)a+sfT, 

and denote by D.;~ and 8;~, respectively, the transforms of 
D ~ and 8;~ by the operator -. 

Taking into account the above expressions, the compu
tation of relations (20) is not a difficult task; denoting by 

70=86:8~g -D6:D.~g, T2= -D~~D~g, 

To=8~~8~g, 71 =D~~8~g - (7+fT)D~g, 

the second-order operators on the <p/s, the result is the fol
lowing. 

Theorem 3: In any space-time, the second-order condi
tional system in (<PO,<P2) of the general Maxwell equations, 
0= 0, is of the form (20), where 

Do = 70 - KV + O'A, 

D2 = - 2K8~;~ :;~ + 20'D ~;~ :;~ - 8K + DO', 

l!o = To -AD~~ - uD.~g - lev - DA, 

D 8-00 -810 - 8-_2=T2- K 22 -I( 30 -0'0'- K, 

D, = 71 + KD.~ ~ + 0'( 1r + 1-) + D.K, 

/0=KJ 1 + 86:J2 + O'P +D6:J 4
, 

/2 = 'KJ 1 + a~~J2 -D~~P - uJ 4
, 

(21) 

/1 =D~~J' + D.~~J2 + (fT + 7)P - (1r + 1-)]4. 

V. THE TEUKOLSKY-PRESS RELATIONS AND THEIR 
GENERALIZATIONS 

(a) Let us consider, on any type D vacuum space-time, 
the null tetrads associated to the Bel directions20 (principal 
null tretrads). In the Newman-Penrose formalism, 2 

, we 
have 

'I' 0 = '1'1 = '1'3 = '1'4 = 0, 

K=V=O'=A = 0, 

and the Bianchi identities become 

d'l'2 = 3'1'2·h. 

(22) 

(23) 

Then one has dh = ° and thus, according to Proposition 1, 
the almost-product structure associated to the null tetrads is 
Maxwellian. 

For such space-times, the four Teukolsky-Press rela
tions may be written in the form (I) with the values (2) of 
the7's. On the other hand, the evaluation ofEqs. (20) under 
the hypothesis (22), leads, in the source free case J = 0, to 
the equations 

11A=TA, QA=!A' 
for A = 0,2 and 

!(11, + QI) = 7I<P2 -T1<Po = 0, 

for A = 1. Thus we have the following. 

(24) 

(25) 

Theorem 4: On type D vacuum space-times, the condi
tional system in (<P0,<P2) for the source-free Maxwell equa
tions, associated with the principal null tetrads, consists of 
the Teukolsky-Press relations (1) completed with the rela
tion (25). 

From (20) and (21) it is easy to see that (24) holds iff 
relations (22) hold. For any type D space-time, we have the 
following. 

Proposition 4: The first two Teukolsky-Press relations 
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To and T2 decouple if, and only if, the Bel directions of the 
space-time are geodesic, are shear-free, and define a Max
wellian structure. 

(b) In the particular case of the Kerr metric, the first 
two equations ( 1), in addition to being uncoupled in ¢o and 
¢2' may be separated into radial and angular parts relative to 
the Boyer-Linquist coordinates for the electromagnetic 
fields which are invariant22 under the action of the two-di
mensional isometry group. For these fields, the fifth equa
tion (25) is identically satisfied when the first four equations 
(24) hold. This is perhaps the reason why Eq. (25) has not 
been (apparently) considered up to now. But if, in the same 
geometric context, one wishes to consider, for example, non
periodic time-dependent electromagnetic fields, then Eq. 
(25) must be necessarily added to the usual Teukolsky
Press relations (24) in order to insure the existence of ¢ l' 

(c) Theorem 4 shows that, once completed, the natural 
geometric generalization of the Teukolsky-Press relations is 
our conditional system in (¢O'¢2)' This is a manifold general
ization: the second-order conditional system (20) extends 
the validity of the Teukolsky-Press relations, step by step, to 
noninvariant fields, to nonprincipal tetrads, to non-source
free Maxwell equations, and to arbitrary space-times. Final
ly, when the chosen null tetrads do not define a Maxwellian 
structure, the third-order conditional system (19) must be 
used instead of the second-order one. 

lIn preceding papers (see Ref. 11) we called them Teukolsky relations. The 
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Two-cluster-two-cluster scattering amplitudes for N-body quantum systems are studied. Our 
attention is restricted to energies below the lowest three-cluster threshold. For potentials 
falling off like r - 1 - 8 it is proved that in this energy range these amplitudes exist, are 
continuous, and that the asymptotic completeness holds. Moreover, if the potentials fall off 
exponentially it is proved that these amplitudes can be meromorphically continued in the 
energy, with square root or logarithmic branch points at the two-cluster thresholds. 

I. INTRODUCTION 

Many-body scattering is less complicated at energies be
low the lowest three-cluster threshold. Only two-cluster 
scattering is possible in this energy range, which makes it 
possible to use effectively two-body techniques. This paper is 
devoted to proving various results on scattering in this ener
gy range by stationary methods. The main tool in our ap
proach is Eq. (1) of Sec. III, which is a kind of a resolvent 
equation suited to the study of the many-body resolvent be
low the lowest three-cluster threshold. It is closely related to 
the Weinberg-Van Winter equation (see Refs. 1-3) and to 
equations used to prove the asymptotic completeness for 
three- and four-body systems by stationary methods in Refs. 
4-6. 

Probably the most interesting result of our paper is the 
proof that threshold singularities of scattering amplitudes 
below the lowest three-cluster threshold are of the square 
root or logarithmic type. Sections III-V are chiefly devoted 
to this proof. We assume there that the two-body potentials 
fall off exponentially, which is the same assumption that in 
the two-body case guarantees the existence of a merom or
phic continuation of the resolvent for all energies. In fact, in 
our method we express the N-body resolvent in terms of es
sentially two-body objects whose analytic properties we un
derstand better. We prove that many-body scattering ampli
tudes can also be meromorphically continued across the real 
axis onto the nonphysical sheet. Our proof is valid only for 
the energy range below the lowest three-cluster threshold 
except for the thresholds where square root or logarithmic 
singularities may occur (the former for odd dimensions and 
the latter for even dimensions). By a square root (resp. loga
rithmic) singularity we mean that the function can be locally 
continued analytically onto the Riemann surface of the 
square root (resp. of the logarithm). Section V explains how 
to extend our results to potentials with singularities charac
teristic of the form boundedness condition. 

It should be noted that results similar to ours have been 
obtained by Balslev.7 They are restricted to the case N = 3 
whereas we can handle an arbitrary finite number of parti
cles. 

Various authors have studied analytic properties of two
cluster-two-cluster amplitudes before. This was done by 
Balslev/·8 Hagedorn,9 Hunziker and Sigal,1O and Sigal. 11 

Their methods though, with the exception of Ref. 7, went in 
a different direction. They assumed both the dilation analy
ticity and an exponential decay of the potentials and did not 
obtain the information on threshold singularities that we 
have. On the other hand, the dilation analyticity assumption 
allowed them to study the scattering amplitude for the whole 
energy range. In our next paper we will exploit the dilation 
analyticity to study threshold singularities above the lowest 
three-cluster threshold (Ref. 12). There are also some inter
esting though less complete results on analytic properties of 
other kinds of many-body scattering amplitudes-see Refs. 
7,8, 10, 11, 13, and 14. 

Equation ( 1) of Sec. III can also be applied to a study of 
quantum scattering below the lowest three-cluster threshold 
for potentials that decay like r - 1 - 8. Those applications re
quire almost no additional work and are given in Sec. VI. 
They include a construction of a generalized eigenfunction 
expansion outside a closed set lE of measure zero, a proof of 
the asymptotic completeness and a proof of the existence and 
continuity of scattering amplitudes outside lE (all those re
sults are proved below the lowest three-cluster threshold and 
assume that the potentials decay like r - 1 - 8). 

Most of the results of Sec. VI are not new but our proofs 
are entirely different from those contained in the literature. 
A proof of the asymptotic completeness below the lowest 
three-cluster threshold was found already by Combes 15 and 
Simon 16.17 for some restricted classes of potentials. A simple 
time-dependent proof of this fact for potentials that decay 
like r- 1 - 8 was given by Enss. 18.19 Recently Sigal and Soffer 
proved20 the asymptotic completeness for the whole energy 
range. 

The existence and continuity of two-cluster-two-cluster 
scattering amplitudes for the whole energy range outside of 
the thresholds and bound states can be obtained by the so
called commutator methods due to Mourre,21 Perry, Sigal, 
and Simon,22 and Yafaev. 23 Related results are also con
tained in Refs. 24-27. 

The stationary technique in the many-body scattering 
that we apply has been used and developed by Faddeev,4 
Ginibre and Moulin,S Howland,28 Sigal,29 and Hagedorn.6 
Using this method one obtains explicit formulas that in prin
ciple can be useful for calculating scattering amplitudes, 
which can be regarded as an advantage of the stationary 

1080 J. Math. Phys. 28 (5), May 1987 0022-2488/87/051080-09$02.50 © 1987 American Institute of Physics 1080 



                                                                                                                                    

method over the time-dependent and commutator methods. 
Another advantage of our approach is a theorem on a gener
alized eigenfunction expansion below the lowest three-clus
ter threshold outside an exceptional set lE, a result that to our 
knowledge has not been obtained by the other methods and 
is not contained in the literature. 

II. NOTATION 

We study a many-body Schrodinger operator acting on 
L Z(JRdN) defined by 

N~. N N ~. 
H= - I -' + I Vij(X; -Xj ) = - I -' + v, 

;~ I 2m; ;,j~ I ;~ 12m; 
i<i 

where x· is a d-dimensional vector pointing at the position of 
the ith ~article with mass m; and ~; is the Laplacian in x;. 

Throughout the paper we will assume the potentials to 
be form bounded with respect to the free Hamiltonian with 
an arbitrarily small bound, which implies that the Hamilto
nian is self-adjoint.30 

Now we have to introduce some concepts that belong to 
the standard folklore of many-body Schrodinger operators. 
They are discussed in more detail in numerous papers on the 
scattering theory, notably in Refs. 6, 29, and 3l. 

First we remove the center-of-mass motion to obtain the 
Hamiltonian 

N-I.6.. N 
H= - I -' + I Vij(X; -Xj ) =Ho+ v, 

;= I 2J..L; ;,j~ I 

where .6.; is the Laplacian corresponding to the ith coordi
nate in some system ofJacobi coordinates andJ..L; is the corre
sponding reduced mass for i = I, ... ,N - 1. This Hamilto
nian acts onL Z(X), where X denotes the space isomorphic to 
JRd(N - I) that describes the relative motion of N particles. 

We let R(z) = (z - H)-I and Ro(z) = (z - HO)-I. 

A cluster decomposition is a partition of the set 
{1,2, ... ,N} into nonempty disjoint subsets called clusters. A 
cluster decomposition will be denoted by capital letters such 
as D and B. A subscript on a cluster decomposition denotes 
the number of clusters in a given partition. D; CDj means 
that D; refines Dj , i.e., the clusters of D; are obtained by 
further partitioning the clusters of Dj • Note thatD; CDj im
plies i>j and that for any D; we have D; CD;. A cluster de
composition with N - I clusters may be also called a pair 
and denoted by a Greek letter such as (J or by (ij). 

For each cluster decomposition we define 

N-I.6.. N-I.6.. 
HD = - I -' + I Vij = - I -' + VD , 

;= I 2J..L; (i,j) CD ;~ I 2J..L; 

RD(z) = (z-HD)-I. 

The Hamiltonian obtained from H D by separating the 

cluster center of motion variables will be denoted by H D;. 

This separation results in a decomposition of the space 
L Z(X) intoL Z(XD;) ®L Z(XD), where XD; isisomorphic 
to JRd(N -;) and X D; is isomorphic to JRd(i - I). Here the first 
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variables, denoted by XD;, stand for intracluster degrees of 
freedom and the latter, denoted by xD ;' for intercluster de
grees offreedom. Ifwe represent the original Hilbert space as 
the above tensor product we can write our cluster Hamilto
nian as 

H D; = H D; ® I + I ® T D; , 

where TD; is the kinetic energy of the c.m. motion of the 
clusters. 

Eigenvalues of H D; for I < i < N are called i-cluster 
thresholds. The point zero is the only N-cluster threshold. 
We denote the lowest i-cluster threshold for i> 2 by S. The 
set of two-cluster thresholds will be denoted by fl, and lUI 

will mean the lowest two-cluster threshold, which is at the 
same time the bottom of the continuous spectrum. Elements 
of L Z(XD;) that are the eigenvectors of HD;we denote by ifJa 

and call channels. We denote the threshold corresponding to 
the channel ifJa by lUa and the corresponding cluster decom
position by D(a). If D(a) is a two-cluster decomposition 
then the corresponding reduced mass of intercluster motion 
we denote by J..La and Va (z) will stand for (2J..La (z - lUa ) )1Iz. 
The generalized eigenvector of H D(a) corresponding to the 
channel ifJa with the intercluster momentum k we denote by 
«I> a (k), explicitly 

<l>a (k) (x) = ifJa (xD(a»expUkxD(a» . 

We define also 

Ta = lUa + TD(a) = lUa - .6.D(a)/2J..La . 

The scattering amplitude for the a - /3 scattering at the 
energy A is given by the formula 

+ lim(<I>a (k l ),( V - VD(a) )R(A + iE) 
E-O+ 

where 

Ta<l>a(k l ) =A<I>a(k l ), Tp<l>p(kz) =A«I>p(kz), 

and ( , ) denotes the scalar product. (See Ref. 32; for a rigor
ous derivation of this formula see Ref. 10.) 

We denote by P~, the orthogonal projection onto the 
part of spectrum of H D, with energies below S - E. We need 
to use the family of projections P~, instead of the projection 
P~, because of a possible occurrence of the ~fimov effect. If 
this effect occurs in a more-than-three-parbcle system then 
there may exist infinitely many two-cluster thresholds below 
S (see Refs. 33-35). 

Here Ix I means some fixed Euclidean norm of the vector 
x. The symbolspb,pD,b, andpD b will denote the operators of 
multiplication by 

exp( - b( Ixlz + I) lIZ), exp( _ b( IXD IZ + I) lIZ) , 

and 

exp( - b( IXD 12 + 1) lIZ) , 

respectively. 
We also intoduce the Sobolev spaces lHm (JRk) 
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= (1 - ~k) - m12L 2(Rk), where ~k is the k-dimensional 
Laplacian. 

III. MAIN RESULTS 

In Secs. III-V we will require the potentials to decay 
exponentially, which is expressed in the following assump
tion. 

Assumption 3.1: We assume that for any i and j, 
lVijll12(pij,C)-1 is compact from IHII(Xij) to L2(Xij) for 
somec>O. 

The main result of our paper is contained in the follow
ing two theorems. 

Theorem 3.2: For any b> 0, pb R (z )pb can be continued 
meromorphically across the real line below 5 outside of n. If 
liJEn, liJ < 5, and the dimension is odd, then pb R (z )pb can be 
continued meromorphically onto a neighborhood of liJ on 
the Riemann surface of (z - liJ) 112. If the dimension is even 
then the same is true with log(z - liJ) replacing (z - liJ) 1/2. 

Theorem 3.3: Fix two unit vectors el and e2• Fix two 
channels <Pa and <P{3' Then the scattering amplitude 
taP [va (z)e l , Vp (z)e2] can be continued meromorphically in 
z across the real line below 5 outside of n. If liJEn, liJ < 5, and 
the dimension is odd, then the scattering amplitude can be 
continued meromorphically onto a neighborhood of liJ on 
the Riemann surface of (z - liJ) 1/2. If the dimension is even 
then the same is true with log(z - liJ) replacing (z - liJ) liz. 
This means that at each two-cluster threshold that lies below 
the lowest at least three-cluster threshold the scattering am
plitude has at worst a square root branch point singularity 
for odd dimensions and a logarithmic singularity for even 
dimensions. 

Most of our paper will be devoted to proving these re
sults. Throughout this section though we will not give full 
proofs. We will assume in this section that Vij (pij.C) -IEL 00. 

The case of singular potentials will be studied in Sec. V. 
Moreover, we defer some technical lemmas to Sec. IV. 

Lemma 3.4: We can find a > 0 such that 
(pD2.a) - I P"P2 (pD2.a) - I is bounded. 

Proof By the Hunziker-Van Winter-Zhislin (HVZ) 
theorem, the part of the spectrum of H D, associated with the 
range of P"p, is pure point and lies at least a distance £ below 
the bottom of the continuous spectrum. It is well known (see 
Ref. 3, Theorems XIII.39 and 40) that the eigenvectors with 
such energies belong to the domain of the multiplication by 
exp(alxD2 /) for some a > 0 (a may depend on E). Q.E.D. 

From now on we will usually omit a in pD2.a and we will 
assume that it has a value determined for a given £ by the 
above lemma. We will also usually omit z in R (z) and R D (z) 

and £ in P "P, . 
Lemma 3.5: Let <Pa be a two-cluster channel, liJa the 

corresponding threshold, and uct:D(a). Then we can find 
b > 0 such that for any unit vector e, the function 

Z---> Va(pb)-I<l>a [Va (z)e] 

defined for real z greater than liJa can be continued analyti
cally onto a neighborhood of the real line outside of liJa . It 
can also be continued onto a neighborhood of liJa on the 
Riemann surface of (z - liJa ) 1/2. 
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Proof We easily see that <P a and Va with u ct: Dz (a) have 
enough falloff to make up for the growth of 
exp[iva(z)exD,(u)] and (pb)-I. Q.E.D. 

Lemma 3.6: (a) Ifi;>3, then 

(Va )1/2RE
i
l Va' 11/2 , (Va )1/2R E,PE, I Va·l l/z

, 

and 

(Va) 1/2R E'pE, (pE,) -II Va' 11/2 
are analytic on C - [5,00). 

(b) (Va )1/2R E,(1-PE,)IVa'11/2 IS analytic on C 
- [5 - £,00). 

Proof (a) By the HVZ theorem the spectrum of an at 
least three-cluster Hamiltonian belongs to [5,00 ). 

(b) The proof is similarly obvious. Q.E.D. 
Lemma 3.7: The following expressions can be contin

ued analytically onto a neighborhood of the real line outside 
of the eigenvalues of H F2 [if liJ is an eigenvalue of H F, then 
they can be continued onto a neighborhood of liJ on the Rie
mann surface of (z - liJ) 1/2 for an odd d and oflog(z - liJ) 

for an even d]: 

(a) (Va) 1 / 2R F,PF, (pF2) -II V(7.11/2 , 

where u, u' ct: F2 , 

(b) pE,( V(7) 1/2R F2 PF, (pF2) -II Va' 1112, 

whereu'ct:F2' E 2 #F2 , 

and 

(c) (V(7) 1 /
2PE ,RF,PF, (pF,) -II V(7.11/2 , 

where E2#F2, u' ct:F2 . 

Proof The lemma follows easily from the proof of 
Lemma 1 of the Appendix to §X1.6 of Ref. 31, which says the 
following: pb(Z + ~) -Ipb can be analytically continued 
across the positive real axis onto the nonphysical sheet as 
long as Im(zl/z) > - b. See also Ref. 36. Q.E.D. 

Now we want to introduce our basic equation for the 
resolvent. If k > I and Dk CD, we define 

X (VDJ - VDJ +
1 
)R DJ · 

Statement 3.8: Suppose that z is sufficiently large and 
negative. Then the full resolvent is equal to the following 
convergent series: 

Proof Expand both sides of the above equation by using 
00 

R = I Ro( VRo)n 
n=O 

and 
00 

RD = I Ro( VDRO)n . 
n=O 

Then compare both sides term by term. Q.E.D. 
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Statement 3.8 is also an immediate consequence of Eq. 
IV.4 of Ref. 6 and we refer to Ref. 6 for a more detailed 
derivation and discussion of similar resolvent identities. 
Moreover, it is related to the Weinberg-Van Winter equa
tion (see Lemma 4.2 and Chap. XII5 of Ref. 3). 

A sequenceDk CDk _ Ie··· CDl will be called a string. 
Now we transform our expression for R in the following 

way: for i> 1 each V
D

, that appears between R ,_ I and 
N-l D2 

R
D

, we replace with 
N-I 

+ 

Using geometric series to resume the expression for R we 
obtain 

R(z) = A(z)(l - M(Z»)-IB(z) + C(z) . (1) 

The above equation strongly resembles formula IV.lO 
from Ref. 6, which was used by Hagedorn to prove the 
asymptotic completeness for the cases of three and four 
bodies. Nevertheless, our equation is not a generalization of 
Hagedorn's. Below we list the most important differences. 

( 1) Hagedorn was interested in the whole spectrum of 
the Hamiltonian whereas we deal only with its part below 
the lowest three-cluster threshold. Thus the only projections 
that appear in our equation are P D, 's while Hagedorn had to 
take into account also P D, 'so This fact explains partly a rela
tive simplicity of our equation in comparison with Hage
dorn's. 

(2) Every entry of our M(z) is built out of what we call 
one- and two-string expressions. This implies compactness 
of our M(z). Some of the entries in Hagedorn'sM(z) are not 
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+PD'_I(pD~-I)-11 VD, 11I2xpD~-I(VD' )112] 
2 N-I N-l 

where both"," and" X" denote multiplication. We expand 
all the square brackets. Each summand of our series we fac
tor by "cutting" it in the following places: (i) at each" X" 
and (ii) at each'" " that "belongs" to V D' unless there is a 

N-I 

"X" at VD'+I . 
N-I 

Our aim is to convert the series into some matrix formu-
la. We introduce a square matrix M(z), a row vector A (z), a 
column vector B(z), and a scalar C(z) with entries from 
B (L 2 (X») and with indices of the form (D2,E N _ I) or 
(EN_I): 

compact; it is the square of his M(z) that is compact. 
(3) Our M(z) is indexed by cluster decompositions

Hagedorn's by strings. Because of this difference we need not 
use the so-called symmetrization that Hagedorn had to use 
(see Eq. IV. 13 of Ref. 6). 

(4) The hardest problem about resolvent equations 
used in the scattering theory is how to control the singularity 
of the free resolvents that appear in those equations. Here we 
briefly describe some facts that are commonly used in this 
context. 

( a) The function 

z ~ exp( - b Ixl )Ro(z)exp( - b Ixl) 
can be continued analytically across the positive real 
line outside zero (see Lemma 3.7). 

(b) The function 

z~ (1 + Ixl) -1I2- ERo(z)(1 + Ixi) -1/2-E 

is norm continuous up to the positive real line outside 
zero (see Lemma 6.3). 
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(c) Suppose that x I and X 2 are some coordinates and 
the dimension is bigger than 2. Then 

z~ (1 + Ixll) -1-€Ro(z)(1 + Ix2 1) -I-€ 

is uniformly bounded and strongly continuous up to the 
positive real axis including zero. In some cases we can 
replace "strongly continuous" by "norm continuous." 
(See Lemma 113 of Ref. 6 and the proof of Theorem 
XIII.27 of Ref. 3.) 
Our equation is adapted to the use of (a) or (b) whereas 

Hagedorn's is adapted to the use of (c). 
Now we are ready for the proofs of main results of our 

paper. 
Proof of Theorem 3.2: Fix E> O. (Recall that E enters in 

our definition of PD') First we prove that, for any b > 0, 
M(z), pbA (z), B(Z)pb, and pbC(Z)pb can be continued ana
lytically across the real line below S - E outside of n and if 
liJEn and liJ < S - E then they can be continued analytically 
onto a neighborhood of liJ on the Riemann surface of 
(z - liJ) 1/2 or log(z - liJ) (depending on the dimension). A 
direct application of Lemma 3.6 proves this fact for the fol
lowing terms: M(D"EN_I)(GN_ I)' M(EN_I)(GN_ I)' and 
pbA (GN _ I)' All of the remaining terms contain RD,PD, and 
have a complicated structure involving one or two strings. 
To prove their analyticity we have to apply also Lemma 3.7. 
But before this we have to do some algebraic manipulations 
on such expressions. These manipulations involve a repeated 
use of the resolvent identity and some combinatorics
proofs are given in the next section (see Consequences 4.3 
and 4.7). 

Next we need to show thatM(z) is compact and goes to 
zero as z -+ - 00. It is enough to show this for the following 
expressions: 

(VEN_)1/2LEN_"E,(z)(1-PE,) I VGN _ I 1112 

and 

(VEN _ I ) 1I2LEN_ I,E, (z)PE, (pE,) -I I VGN _ I 1
112

, 

where E2 t> G N _ I' Suppose that we take a sufficiently large 
negative z. Then we can expand all the R Ek'S that appear in 
the above expressions in convergent perturbation expan
sions. Every term of these expansions can be proved to be 
compact and go to zero as z -+ - 00 by mimicking the proof 
of Lemma 3A of §5, Chap. XIII, Ref. 3. (All these terms 
correspond to the so-called connected diagrams in the ter
minology of Ref. 3.) 

Thus M (z) is compact for large negative z. But since it is 
an analtyic function on a connected domain, its values have 
to be compact on its whole domain. 

By the analytic Fredholm theorem (l-M(z))-J is 
meromorphic on the domain of analyticity of M(z). Finally 
we apply Eq. (1), which, since we can take E arbitrarily 
small, implies the desired analytic properties of 
pR (z)p, Q.E.D. 

Proof of Theorem 3.3: We apply Theorem 3,2, Lemma 
3.5, and the definition of the scattering amplitUdes. Q.E.D. 

IV. ONE- AND TWO-STRING EXPRESSIONS 

1084 

We begin with an essentially combinatoric lemma. 
Lemma 4.1: (a) FixDk and D). Then 
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(b) Fix Da, b, and c. Then for some numbers A (a,b,c) 
we have 

I (VDb - VD) =A(a,b,c)(V- VD)· 
DaCDbCDc 

Proof: (a) IfcrCDk orcrctD) then Vu does not belong to 
VDk _ I - VDk • Assume it is not the case. Then cr belongs to 
exactly one Dk -1 such that Dk CDk _ I CD). 

(b) If crCDa then VDb - VDa does not contain Vu' Let 
crctDa' The number of Db'S such that Da CDb and crCDb is 
equal to the number of partitions of an (a - 1) -element set 
into b nonempty subsets. The number of Dc's such that 
Db CDc is equal to the number of partitions of a b-element 
set into c nonempty subsets. Here A (a,b,c) equals the prod
uct of both these numbers. Q.E.D. 

The terms in pbA, M, Bpb, and pbCpb that we study fall 
into two categories: in the first one there are only products 
involving one long string, in the second one there are sums of 
products involving two strings. First we study a typical 
expression involving one string. 

Lemma 4.2: Fix Dk and Dk _ m' Then 

where C( ) are some numerical coefficients. 
Proof: We prove our lemmma by induction on m. For 

m = 0 the lemma is obvious. Assume it to be true for some 
m. Then 

I C(k - l,j,k - m - 1 )R Dk 
DkCDk _ 1 CDjCDk _ m _ I 

I C(k - 1,j,k - m - l)R Dk 
Dkc.IDjCDk_m_1 

I C(k - 1,j,k - m - 1) (R Dj - RDk ) • 

Dkc.IDjCDk_m_l 

We used in the following order: the induction step, Lemma 
4,1 (a), and the resolvent identity. Q.E.D. 

Consequence 4.3: Let E> 0, Then for any b > 0 the first 
term in M(D"EN_1)(F"GN_1)' the first term in pbA(F"GN_1)' 
Bpb, and pbCpb can be continued analytically across the real 
line below S - E outside of n. Moreover, if liJEn and 
liJ < S - E then they can be continued analytically onto a 
neighborhood of liJ on the Riemann surface of (z - liJ) J 12 for 
an odd d and oflog (z - liJ) for an even d. 

Now we look closer at two-string expressions. Cluster 
decompositions that belong to the left-hand side string will 
be denoted by B; and those that belong to the right-hand side 
string will be denoted by D;. We break up our study into a 
series of lemmas. 
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Lemma 4.4: Fix Bm and D2• Then 

where Qu and Yare sums of R D'S with j greater than 2 and Z 
) 

is some number. 
Proof' Consider the expression on the left-hand side of 

the equation in the lemma. By Lemma 4.2 it is equal to 

L C(m,j,3)R Bj (VB, - VBJR D,· 
B m CBj CB3 CB2 

By Lemma 4.1 (b) it can be rewritten as 

L C(m,j,3)A(j,3,2)RBj (V- VB)RD,· 
BrneB) 

N-2 

Now 

= R Bj ( V - VD, )RD, + R D, - R Bj . 

Lemma 4.5: Fix B N _ 1 and D2 • Then 

L V¥:_tLBN_t,B, (VB, - VBJRD, 
BN_tCB,CB,#D, 

)' Cu V!12R D, + C, 
U¢n2 

Q.E.D. 

where Cu's and C are sums of products of V's, VI/2,S, and 
RD/s with I greater than 2. 

Proof' Assume first that B N _ 1 CD2• The expression can 
be rewritten as 

L L V¥:_tLBN_t,Bm+t(VBm - VBm+,)LBm,B,(VB, - VB,)R D,. 
m=2 BN_ICBm+lCBmCB3CB2 

Bm+ tCD2; Bm¢D2 

Now we apply Lemma 4.4 and notice that VB - VB consists of Vu's with uq:D2• 
m m+ 1 

Now let B N _ 1 q:D2• Then we can apply Lemma 4.4 immediately. Q.E.D. 
Lemma 4.6: Fix B N _ 1 and D 2 • Then 

where the Qu's, Y, and ZB,'S are sums of products of the V's, V I
/2 S, (1 - PB, )RB, 's, and RD/s with j greater than 2. 

Proof First we apply Lemma 4.2 to LDN_t,D,' We get a sum that includes only terms R Dj with j greater than 2 and R D,. 
The former we will include in Y, what is left has the form 

L V¥:_t C(N - 1,2,2)LBN _l'B, (VB, - VB,)R B, (1 - PB,) VDN_tR D, 
BN_tCB,CB,~DN_tCD, 

L V¥:_tC(N-l,2,2)LBN _t,B,(VB, - VB,) 
BN_ ,CB,CB,#D, 

After expanding the square bracket we can include the third 
term in Y and the fourth one in Qu' The second one will 
constitute Z. Up to a constant we are left with 

The above expression is taken care of by Lemma 4.5. Q.E.D. 
Consequence 4. 7: Let E> O. Then for any b> 0 the sec

ond term in M(D"EN_ t)(F"GN_ ,)' M(EN_t)(F"GN_t) and the 
second term in pbA(F"GN_ ,) can be continued analytically 
across the real line below 5 - E outside of n. Moreover, if 
WEn and W < 5 - E then they can be continued analytically 
onto a neighborhood of W on the Riemann surface of 
(z - w) 1/2 for an odd d and oflog(z - w) for an even d. 
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v. SINGULAR POTENTIALS 

This chapter shows how to modify the proofs of Theo
rems 3.2 and 3.3 if the potentials are singular and satisfy only 
Assumption 3.1. 

Lemma 5.1: Suppose the potentials are form bounded 
with respect to the Laplacian with a zero bound. Let <P be an 
eigenvector of H D with the energy E below the continuous 
spectrum. Then for some a > 0 we have (pD,a) -1,pE1HI1 (X D). 

Proof' It is well known that for some a > 0 we have 
(pD,a) - 1 <PEL 2 (see Ref. 3). We will drop all the reference to 
D in our computations. We denote (pa) -I by exp(F) and 
exp(F)<p by <PF' We easily compute the following formula37

: 

t::.<PF = [V(VF) + (VF)V]<PF - (VF)2,pF + exp(F)t::.<p. 

We apply it to our Hamiltonian: 
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(cpF,HcpF) = E(cpF,CPF) + (CPF,(VF)ZCPF) < 00 . 

Since (V F) Z = (aV Ixl) Z = aZ is bounded we can see that CPF 

belongs to lHI ,. Q.E.D. 
Lemma 5.2: For any b>O, pb(Z + a)-Ipb can be ex

tended to an analytic function on the part of the Riemann 
surface of the square root or logarithm (depending on the 
dimension) defined by Im(zllz) > - b, with values in 
bounded operators from lHI_I to lHI I. 

Proof First we see that 

( - a + l)p b(Z + a) -Ipb 

= [( _ !!.pb) _ 2(Vp b)V +pb( _ a-I)] 

x (z + a) -Ipb 

= [( - apb) + (z + l)p b] (z + a) -Ipb 

+ ( _ 2Vp b)V(Z + a)-Ipb _ (pb)Z. 

By mimicking the proof of Lemma 1 of the Appendix to 
§X1.6 of Ref. 31 we show that the above expression extends 
to an analytic family of bounded operators from L Z to L Z on 
the desired complex domain. This means that 
pb(Z + a) -Ipb is analytic on the same domain as a function 
with values in bounded operators from L 2 to lHI2 and, by an 
analogous argument, as a function with values in bounded 
operators from lHI-z to L 2. Now we apply interpola
tion. Q.E.D. 

Equipped with these two lemmas, we can easily modify 
the proofs from Sec. III to include the singular potentials. 
For instance, to prove Lemma 3.7(a) we write 

( V)1/2R P (pF,.D)-'IV 11/2 
" F, F, a' 

= [( V,,) I/ZPF, (p~,) -I] [p~,PF,RF,P~, ] 
X [(p~,) -IPF, (pF'.D) -'I V".I'IZ] 

= QY(z)Z. 

Now for some a, b> 0 the term Z maps L 2 into lHI_I' Y(z) 

maps lHI _ I into lHI I and has the desired analytic properties, 
and Q maps lHIl into L 2, which proves Lemma 3.7(a). 

VI. ASYMPTOTIC COMPLETENESS AND EXISTENCE 
OF SCATTERING AMPLITUDES 

In this section instead of being interested in an analytic 
continuation of the resolvent onto the nonphysical sheet we 
are studying here just its continuous limit up to the real axis. 
That allows us to weaken assumptions on potentials, which 
instead of decaying exponentially have to decay only as 
r - I -". The main link of this chapter with the preceding 
ones is Theorem 6.4, which makes an extensive use of meth
ods developed there. It deals with continuing the resolvent 
up to the real axis. Related properties of the resolvent of the 
Schrodinger equation were sometimes called a "limiting ab
sorbtion principle" or a "limiting similarity principle" and 
were studied in the context of the scattering theory or of the 
absolute continuity of the spectrum (see, for instance, Refs. 
6, 28, 29, 38, and 39). By using standard methods of the 
stationary scattering theory and Theorem 6.4 we are able to 
obtain various kinds of information about the scattering be
low the lowest three-cluster threshold, such as the existence 
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of a generalized eigenfunctiion expansion (Theorem 6.6), 
asymptotic completeness (Theorem 6.7), and the existence 
and the continuity of the scattering amplitude outside an 
exceptional set (Theorem 6.8). 

We need some additional definitions. If CPa is a channel 
then we define the imbedding Ja of L z(XD(a) ) inL 2(X) by 
the following formula: 

Ja (n =f ® CPa' 

Then we define the channel wave operators: 

W a± = s-lim exp( - iHt) exp (iHD(a) t) Ja . 
t_ ± 00 

Here Ea (B) will denote the spectral projection of Ta 

corresponding to a measurable set BeJR, and Eac (B) will 
denote the spectral projection onto the absolutely contin
uous part of the spectrum of H belonging to B. 

Throughout this section 8 will be a fixed number greater 
than !. Let y, YD' and yD be multiplication opera
tors by [1+lxI 2 ]-(I/2)0, [1+lxD I

Z ]-(I!2)o, and 
[ 1 + IxD 12] - (1/2)0, respectively. 

We need some formalism enabling us to restrict Fourier 
transforms to (d - 1 )-spheres. Let Y (Rd

) denote the space 
of Schwartz functions on JRd. For v> 0 we define 

1T(V): Y(JRd) --+L 2(Sd-l,de) 

by 

(1T(v)f)(e) = V(d-I)IZ f(ve) , 

where e belongs to the unit sphere S d - I, f is the Fourier 
transform of J, and de is the invariant surface measure on 
S d - Ie JRd. If JRd in the above definition is equal to X D for 
some two-cluster decomposition D then such a 1T( v) will be 
denoted by 1T D ( v) . 

Here lHIm.n denotes the space 

(1 + Ix1 2 ) -n/2(1_ a) -mIZL 2• 

Assumption 6.1: I V" II/Z(y") -I is compact from HI to 
LZ. 

Proposition 6.2: Suppose 8>!. Then 1T( v) extends to a 
bounded mapping of Ho,o (JRd) into L Z (S d - I ,de). More
over V--+1T( v) is norm Holder continuous. 

Proof See Ref. 5. Q.E.D. 
We note also that if fEL Z then 1T( v)f makes sense for 

almost all v as an L 2(Sd- I,de)-valued measurable func
tion. 

Using the above proposition we can easily prove the fol
lowing lemma (see Ref. 5). 

Lemma 6.3: If A is not equal to 0 and t--+O+ then 
(A + it + ad) -I has a weak limit as an operator from 
lHI _ I.li into lHI l. -li' 

Now we state the main technical theorem of this section. 
Theorem 6.4: Suppose that Assumption 6.1 holds. Then 

there exists a closed set lEe [CUI'S] of measure zero such that 

R(z) = Z(z) + I. RD2 (Z)PD,ZD, (z) , 
D, 

whereZ(z) andZD (z) are analytic functions with values in 
bounded operator~ from lHI _ I,li (X) into lHIl,o (X) and 
lHI _ I.li (X), respectively, that can be extended continuously 
up to (CUI'S) \.lE. 
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Proof' The proofis basically parallel to that of Theorem 
3.2. First we change the definitions of M, A, B, and C by 
replacingp andpD by rand yD, respectively. Next we study 
their properties using Lemma 6.3 in those places where pre
viously we used Lemma 3.7. In this way we are able to prove 
that the analogs of the expressions which in previous chap
ters could be continued analytically on an appropriate Rie
mannian manifold are now norm continuous up to 
[WI'S] "n. For instance, B(z) is norm continuous up to 
[WI'S] "n as an operator from H _ 1,0 (X) into L 2(X). 

Instead of the analytic Fredholm theorem we have to 
use its modification from Ref. 31, Chap. X1.6. By virtue of 
this theorem (1 - M(Z»)-I is norm continuous up to 
(WI'S) "lE as an operator from L 2(X) to L 2(X), where 
lEe (WI'S) is some closed set of measure zero. 

The last thing to do is to split 

R = A (1 - M) -I B + C 

into Z and RD,PD,ZD, 'so By using Lemma 4.2 we have 

where the CD are some numerical coefficients. We define 

c= I CD. RD. + IcD,(1-PD)RD,. 
D •• k> 2 D, 

A similar but more complicated analysis using the tech
niques from Sec. IV leads to the following formula: 

where A is norm continuous up to (WI>S) "n as an operator 
from L 2(X) to HI 0 (X) and the aD E 's are some row 

, 2' N-I 

vectors with numerical entries. Eventually, we define 

Z =A(1-M)-IB + C 
and 

ZD, I aD"EN_1PD,(yD,)-11 VEN _1 11I2(1-M)-IB +CD,PD,· 
D,tJEN _ I 

Q.E.D. 

The above theorem is an important step in proving 
asymptotic completeness of wave operators; as is well known 
their existence can be shown much more easily and in greater 
generality. 

Theorem 6.5: Let E> O. Suppose that Va = U ~I) U ~2), 
where U~k)(1- ~)-1/2 are bounded for k = 1,2 and 
U ~I)EHo,l/2 + E for d = 1, U ~2)EHo'E for d = 2 and 
U ~2)EL d - E for d> 2. Then all the channel wave operators 
W l' exist and their ranges are orthogonal. 

Proof The proof is essentially contained in Ref. 31. (See 
the proofs of Theorems XI. 6, X1.16, X1.26, X1.34, and 
XIII.27 of Ref. 31.) Q.E.D. 

Next we will state the main results of this section. We do 
not give their proofs since very similar ones are contained in 
the literature and belong to the standard technique of the 
stationary scattering theory (see Ref. 6, 28, or 29). Our ap
proach is closest to that of Sec. III of Ref. 6. The property of 
the full resolvent, which was proved in our Theorem 6.4, is a 
minor modification of the multi particle limiting absorption 
principle of Ref. 6. Our Theorems 6.6 and 6.7 are close ana
logs of Proposition 111.6 and Theorem 111.1 of Ref. 6, respec
tively. They can be proved using Theorem 6.4 by mimicking 
methods of Ref. 6. 

Theorem 6.6: Suppose that V satisfies Assumption 6.1, 
¢a is a two~cluster channel, ,1,E(wl,S) "lE, and ¢EHo,o' Then 
( W a± *¢) can be restricted to the sphere of radius Va (A) 

and 

Remark: Suppose that /EL 2 (S d - I). Then (at least for
mally) 
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HW 1'1TD(a) (va (,1,»)*/ = W l' H a1TD(a) (Va (,1,»)*/ 

= ,1,W a± 1TD(a) (Va (,1,»)*/. 

Thus the above theorem implies that for ,1,E(wl,s) "lE the 
following limit exists in Ho, _ 0 : 

and this limit can be interpreted as a generalized eigenfunc
tion of H with an eigenvalue ,1,. 

Theorem 6.7: Suppose that Assumption 6.1 holds. Then 

E.c (WI>S) = I W a± Ea (WI'S) W a± * . 
a 

Remark: We say that the asymptotic completeness 
holds in the energy range [a,b] if and only if 

E.c (a,b) = Ell Ran W a± Ea (a,b) . 
a 

It is easy to see that the above theorem and the orthogonality 
of ranges of the W l' 's imply the asymptotic completeness 
below S. 

The following theorem may be regarded as an analog of 
Theorem 3.3 in the case when the potentials fall off like 
r - I-E. It is an easy consequence of Theorem 6.4. 

Theorem 6.8: Let ¢a and ¢{3 be two-cluster channels. 
Define the Tmatrix for the a - f3 scattering by the following 
formula (see Ref. 10): 

Ta {3 (A) 

= (¢a,1TD(a) (va (,1,»)(V- VD(a»1TD({3)(V{3(,1,»)*¢{3) 

+ w-lim(¢a,1TD(a) (va (,1,»)( V - VD(a» 
E--O+ 

XR(,1,+iE)(V- VD({3»1TD({3)(V{3(,1,»)*¢{3)' 
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Suppose also that Assumption 6.1 holds. Then for 
,1,E(wl,S) \lE, ,1,1-+ Ta{3 (A) is a continuous function with 
values in bounded operators from L 2(Sd ~ i,de) into itself. 

Remark: The above result is formulated in terms of the 
T matrix Ta {3 (A) and not, as in the previous sections, in 
terms of the scattering amplitudes ta{3(k l ,k2). This is be
cause the r ~ I ~ € decay of the potentials is not enough to 
guarantee the existence of the scattering amplitudes. Below 
we give an equation that shows the relationship between 
Ta{3(,1,) and ta{3(k l ,k2). 

Suppose that /1,hEL 2(Sd~ I). Then we have 

(f1,Ta {3 (A )h) 

= (va (,1,)V{3(,1,»)(d~ 1)/2 

X J del de21(el)/(e2)ta{3(va (,1,)e1,vp (,1,)e2)· 
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Some identities involving two-dimensional lattice sums of a class of integrals are derived. A 
. simple application to theta functions is given. 

I. INTRODUCTION 

In this paper we derive a new class of mathematical 
identities. These identities may be of interest in physical ap
plications involving wave packets with lattice structures in 
coordinate and wave number space; that is, involving func
tions like 

U n•m (x) = I(x - n)exp{217'imx}. (1.1 ) 

Here, I(x) is a sufficiently smooth and bounded function 
and nand m are integers. 

Functions like un•m were first introduced into quantum 
theory by von Neumann I in his famous paper on the Ergodic 
Theorem. In that work the functions were taken to be Gaus
sians (coherent states). The completeness properties of the 
coherent states were studied by Perelomov, Z who derived a 
special case of the identities discussed here. Functions other 
than Gaussians were discussed by Bacry et al. 3 A very com
plete list of references is given by Janssen. 4 

The identities we consider involve the inner products of 
two such functions, 

h(n,m) = f-+","" dxl*(x)g(x-n)exp{217'imx}, 

and state that the sum 
n,m = + 00 

( 1.2) 

S(k,q) = L h(n,m)exp{i(kn - qn)} = 0 (1.3) 
n,m = - 00 

for at least one pair of values k = ko, q = qo between zero and 
217'. In particular, if I and/or g is an even function of x, 
ko = qo = 17'; if I and/or g is odd then ko = qo = o. 

We prove the result by noting that 

S(k,q) = L exp{i(kn - qm)} 
n.m 

x f I*(x)g(x - n)exp{217'imx}dx (1.4) 

and that the sum over m can be done using the Poisson inver
sion formula to yield 

S(k,q) = ~ exp{ikn} f dxl*(x)g(x - n) 

XLO(X-..L+ p ) 
p 217' 

(1.5 ) 

= L exp{ikn} I*(..L - p)g(..L - p - n) 
n.p 217' 217' 

( 1.6) 

= [~ exp{ipk} I( 2: - p) r 
X [ ~ eXP{ikn'}g( 2: - n')] . ( 1.7) 

It has been shown that the expression 

v(k,q) = L exp{ikp} I(..L - p) 
p 217' 

has at least one zero for k and q between zero and 217'. Note 
that for even J, k = q = 17' yields v = 0, whereas for odd I 
the zero occurs for k = q = 0.1t follows that the sumS(k,q) 
is zero at k = q = 17' for I and/or g even, and is zero at 
k = q = 0 for I and/or g odd. The resulting identities are 
obvious for the case of one of the functions odd and one of 
them even. For both odd or both even, however, the resulting 
identities are not obvious. For functions that are neither even 
nor odd, there still must be at least one zero in the range 0 to 
217'. This result was first obtained by Balian,5 and indepen
dently by Morgan. 6 The work of Balian is concerned with 
the dispersion properties in x and k (the variable conjugate 
to x) of an orthonormal set of functions of the type ( 1.1 ). He 
showed that the product of the uncertainties in x and k for 
any member of the set diverges at least logarithmically. A 
similar result was obtained by the author. 7 

II. AN EXAMPLE 

and 

We consider the functions 

I(x) = exp - {a*xz/2 + t *x} 

g(x) = exp{ - bxz/2 +sx}, 

(2.1) 

where a = a l + iaz, b = b l + bz with aI' b l >0 and sand t 
arbitrary complex numbers. Here h (n,m) is easily calculat
ed: 

h( ) _ ( 217' )IIZ { (na - 217'im)(nb + 217'im) 
n,m - -- exp 

a+b 2(a+b) 

. (S+t)2 t(na-217'im) + l7Tnm + + -'-----"'-
2(a+b) (a+b) 

_ s(nb + 217'im)} . (2.2) 
(a + b) 

It is convenient to replace s by sea + b)l/z and t by 
tea + b) liZ and to define 

zl(n,m) = (an - 217'im)(a + b)-liZ 
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and 

z2(n,m) = (bn+21Tim)(a+b)-\12. 

This has the advantage that in the special case considered by 
Perelomov,2 where z\ and Z2 are complex conjugates, the 
sum over nand m in ( 1.3) becomes a sum over lattice points 
in the complex z plane, with a unit cell having the area 1T. The 
general expression for h (with normalizing factors left out) 
IS 

h(n,m)a exp{ -! Z\Z2 + i1Tmn + st + tz\ - SZ2}' (2.3) 

The functions that enter into the identities (1.3) are then 
obtained by taking the even and odd parts of (2.3) with 
respect to sand t. 

Before indicating how that is done, we note that setting 
t = 0 in (2.3) projects an even function of t, so that both the 
even and odd parts in s of (2.3) will satisfy the identity ( 1.3 ) 
with qo = ko = 1T. If we further make z \ and Z2 complex con
jugates, we recover the sum rule noted by Perelomov. 2 

Returning to the general case, our identities read 

(2.4 ) 

and 

(2.5) 

where the P's project even and odd parts with respect tos and 
t. 

In the special case of a and b real and equal, the z lattice 
consists of rectangles, and the sum (2.4) and (2.5) can be 
expressed as relations between theta functions8 
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+00 
03(U,q) = L qn2 exp{2inu} (2.6) 

and 
+00 

04(U,q) = L qn'( - 1)n exp{2inu}. (2.7) 

Setting q\ = exp{ - aI4}, u\ = iI2(aI2) \/2(t - s), 

q2 = exp{ - ria}, and U2 = !(2Ia) \/21T (S + t) we find 

0= exp tS{04(Q\,U\)03(q2'U2) + 03(q\,U\)04(q2'U2) 

± 04(q\,U \) 04 (Q2'U2) + 03 (Q\,U \ )03 (Q2,U2)} 

± exp - ts{Q\-"'Q\,Q2-"'Q2'U\-"' (iaI21T)u2,U2 

(2.8 ) 
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In a recent paper, Briill and Lange [Expos. Math. 4, 279 (1986); Math. Meth. Appl. Sci. 8, 
559 (1986)] have discussed a class of nonlinear Schr6dinger equations with rather general 
nonlinearities which comprises various cases occurring in the literature. Although the 
"potentials" in these equations are quite complicated, the equations admit various in variance 
properties. The present paper has two aims. First several local and global conservation laws 
related to conservation of mass, impulse, and energy are exhibited. One of these laws seems to 
be new, though not surprising. Then it is shown that the equation defined by Briill and Lange 
is just suitable to apply some transformations which reduce the problem of solitary waves to a 
relatively simple Hamiltonian system in the plane. This method of transforming the phase 
plane problem into normal form is, in some respects, similar to the transformations introduced 
by Hadeler [Proc. Math. Soc. Edinburgh, to be published; Free Boundary Problems: Theory 
and Applications, Montecatini Conference, 1981, edited by A.Fasano and M. Primicerio 
(Pitman, New York, 1983), Vol. II, pp. 664-671] for parabolic and hyperbolic reaction 
diffusion equations. 

I. CONSERVATION LAWS 

The equation studied in Ref. 1 has the form 

iUt = - Uxx + W·u, 

The quantities eO,el>e2 are called the localized mass, impulse, 
and energy, respectively. We shall also consider 

where the "potential" W is given by 

W=/(s) +2k·h'(s)·[h(s)]xx 

and 

(1) 

(2) 

(3) 

Here/and h are real smooth functions (three times continu
ously differentiable, say) on [0,00 ), and k is a real constant. 
The solution U is a scalar complex-valued function. 

The "potential" W can be expressed in various ways, 
e.g., 

W = /(s) + 2kh ' (s)[ h "(s)s~ + h ' (s)sxx ]. 

If one introduces 

v=/S, 

and 

f(v) =/(s), 

h(v) = h(s), 

then 

(4) 

(5) 

(6) 

(7) 

W =f(v) + k [h '(v)/vl[ h" (v)v~ + Ii '(v)vxx ]' (8) 

For a solution u the following expressions are of some inter
est: 

eo = lul 2 = s, (9) 

e l = 1m uUx = (1!2i) (uux - uUx ), 

e2 = uxux + g(s) - k [(h(s»)x ]2, 

where 

g(s) = f /Cr) dr. 

( 10) 

(11) 

(12) 

e3 = Re uUx ' 

We show the following conservation laws. 
Proposition 1: Define 

!1=uxu-uux = -2ie l , 

Go = i!1, G3 = (i12)!1x ' 

Gl = lux 12 - Re uUxx + /(s)s - g(s) 

+ 2k{h '(s)s[h(s) ]xx - Wh(s) LY}, 
G2 = i{uxxux - uxuxx + /(s)!1 + 2k [(h '(s)h" (s)s~ 

+ h '2(S)sxx)!1 - h '2(S)sx!1x p. 
Then 

(13) 

(14) 

(15) 

(16) 

(17) 

aej = aGj
, i = 0,1,2,3. (18) 

at ax 
The next proposition is an immediate consequence. 

Proposition 2: Assume u is a solution ofEq. ( 1 ) converg
ing so fast to zero for Ix 1- 00, that the integrals 

Ei(t) = f_+oooo ei(t,x)dx, i=0,1,2,3, (19) 

exist and that integration can be exchanged with differenti
ation with respect to t. Then 

d 
-Ei(t) =0, i=0,1,2,3. 
dt 

(20) 

Also 

E 3 (t) =0. (21) 

Proof 0/ Proposition 1: 

a 'A - eo = St = lu.x , at (22) 
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a a _ -la 
-e1 = -(1m uux ) = --- tl at at 2i at 

= ~ [uxxux + uxxux - (uuxxx + uUxxx )] + Wxs. 
(23) 

On the other hand, from (2) 

Wx =j'(s)sx +2k(h'(s)h"(s)~ +h'2(S)sxx)x' (24) 

hence 

!.- - ( -) - 1 (- - ) I' ( ) e1 - UxUx x 2 uUxx + uUxx x + s sSx at 
+ 2k [h "2(S)SS; + h '(s)h "'(s)ss! 

+ 4h '(s)h "(s)ssxsxx + h ,2 (s)ssxxx ] 

aGI =--ax 
by direct calculation. From (14), 

tlx = uxxu - uxxu, 

tlxx = uxxxu - uUxxx + uxxux - uxuxx ' 

From (22), 

Stx = itlxx · 

Furthermore, 

(25) 

(26) 

(27) 

(28) 

utxux + utxux = i(uxxxux - uxxxux ) + iWx (uxu - uux ) 

Hence 

-i!.-e2 = (uxxux -uxuxx)x + Wxtl+/(s)tlx at 
- 2kh '(s)sx(h "(s)sxtlx + h '(s)tlxx ) 

= (UxxUx - UxUxx)x + I(s)tlx + j'(s)sx tl 

+2k(h'(s)h"(s)s~ +h,2(S)sxx)xtl 

- 2kh '(s)sx(h" (s)sxtlx + h '(s)tlxx ) 

= (UxxUx - UxUxx)x + (((s)tl)x 

+ 2k [(h '(s)h "(s)s~ + h '2(S)sxx)tl]x 

- 2k (h '2(S)sxtlx)x' 

II. SOLITARY WAVES 

A solitary wave is a solution 

u(t,x) = vex - ct)ei<p(X - dt), 

(29) 

(30) 

(31) 

where v is a real function and c,d,q; are real constants. Hence 
the solution consists of the absolute value which moves like a 
wave with speed c, and a rotational factor (or phase factor) 
moving with speed d, not necessarily equal to c. 

In Ref. 1 it has been shown that for a solution of the form 
u(t,x) = vex - ct)exp[i¢(x - dt)], where ¢ is a real func
tion, ¢ is necessarily linear, in fact ¢(y) = cy/2 (see below). 

This solution (31) satisfies 

u t = - cv'e+ - iq; dv e+, Ux = v'e+ + viq;e+, 
". 2' , . 2 . (32) uxx = v e~ + lq;V e~ - vq; e~. 

We introduce these quantities into the differential equations 
( 1) and (8) and compare real and imaginary parts. Then 

q;=c/2 (33) 
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and 

0= - v" + (c2/4)v - (c/2)dv + /(v)v 

+ k(h '(v)h" (V)V,2 + (h '(v»)2v"). 

Define the constant 

K = (c/2)d - c2/4. 

Then the equation reads 

(34) 

(35) 

[1 - k (h '(V»)2]V" = - KV + /(v)v + kh '(v)h" (V)V,2. 
(36) 

Let 

S= v, 'T/ = v'. (37) 

As long as the leading coefficient does not vanish, Eq. (36) is 
equivalent with the planar system 

S'='T/, (38) 

, - KS + /(S)S + kh ' (s)h "(S)'T/2 
'T/ = 1 - k (h ' (S) f . 

Introduce the function 

H(S) = 1 - k (h ' (S))2. 

Then 

H'(S)= -2kh'(s)h"(s) 

and the system reads 

S'='T/, 

r/ = [ - KS + /(S)S -! H'(S)'T/2]!H(S)· 

After the transformation 

S = S, ; = H i/2(S)'T/, 

the system (41) assumes the form 

S' =H-1/2(S);, 

;' = H -1/2(S)[ - KS + /(S)S]. 

Now introduce a new time variable by 

7= L H- 1
/

2(S(p»)dp. 

(39) 

(40) 

(41) 

(42) 

(43) 

(44) 

This transformation (as long as it exists) does not change 
the trajectories of the system 

(45) 

Hence the existence problem for solitary waves is to some 
extent (as long as H stays positive) independent of the func
tion h. 

Equations (45) represent a Hamiltonian system with 
the Hamiltonian function 

(46) 

Hence the system (41) is also a Hamiltonian system with the 
Hamiltonian function 

~(S,'T/) =!H(S)'T/2- (K/2)S2+!g(S2). (47) 

One can assume that the function H does not vanish, other
wise the differential equation (36) for v is singular. In order 
to have a definite notion at hand, we call a solitary wave 
regular if k (h ' (V»)2 < 1. Then we can express the result as 
follows. 

Proposition 3: There is a one-to-one correspondence of 
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the regular solitary waves ofEq. (1) and the solutions of the 
Hamiltonian system (45). Solitary waves vanishing at infin
ity correspond to homoclinic orbits connecting (0,0) to it
self. 

According to Ref. 1 several types of functions occur, 
!(s) = As" or 

!(s) =,.1, logs, h(s) =s'l, h(s) = (l_s)1Iz. 

As an example we give a complete discussion of the case 
[the "classical case" !(s) = As", h (s) =0 has been treated in 
Ref. 2], 

!(s) = As", p > 0, AER, h(s) = s'l, q>!. 
Then the system (45) reads 

t=;, ;= -KS+AS 2P +
I
• 

(48) 

(49) 

Always (0,0) is a stationary point. There is a second station
ary point (tm iff KA > O. Then 

t = (K/A)1I2P. 

The determinants of the J acobians at (0,0) and (t,O) are K 

and - 2PK, respectively. If A> 0 and K < 0 then (0,0) is a 
saddle point and all nonconstant solutions are unbounded. 

IfA>OandK>Othen (0,0) is a center, (t,O) is a saddle 
point. Then there are periodic orbits around (0,0). These 
correspond to solitary waves in the form of spatially periodic 
wave trains. 

If A < 0 and K > 0 then all nonconstant solutions are un
bounded. On the other hand, if A < 0, K < 0 then the system 
has a saddle point at (0,0), a center at (t,O), and a homo
clinic orbit connecting (0,0) to itself. Along this orbit the 
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Hamiltonian is constant and has the same value as at (0,0), 
hence J7P = 0 along this orbit. 

After the situation for h =0 has been clarified one has to 
determine the maximal amplitUde t of the homoclinic orbit. 
From J7P(s,;) = 0, ; = 0 one finds 

t = (K/A)(p + l))IIZP. 

If we choose h(s)=sq, q>!, then h(v)=vZq, and 
H (v) = 1 - k· 4qz, v4q - z. Hence the homoclinic orbit of the 
system (45) corresponds to a homoclinic orbit of the origi
nal system (38) if either k.;:;O or k> 0, but k·4qz·t 4q - 2 < 1, 
i.e., 

k'4qZ(K/A) (p + 1»)(Zq-I)/P < 1. 

For this example we can collect the result as follows. Assume 
land h are given by (48), wherep> 0, q>!, and A <0, 

{ 
+ 00 if k.;:;O, 

U= (1,.1, I/(p+ 1»)(4qzk)-P/(2q-l) ifk>O. (50) 

Then for each pair (c,d) with 

(c/2)d - CZ/4E( - u,O), (51) 

there is a solitary wave with parameters c and d which van
ishes at infinity. 

'L. Briill and H. Lange, "Solitary waves for quasilinear Schriidinger equa
tions," Expo. Math. 4, 279 (1986). 

2W. A. Strauss, "The nonlinear Schriidinger equation," in Contempory De
velopments in Continuum Mechanics and Partial Differential Equations, 
edited by G. M. de La Penha and L. A. Medeiros (North-Holland, Am
sterdam, 1978). 
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The Hamiltonian structures of the nonlinear Schrodinger equation in the 
classical limit 

John Verosky 
School of Mathematics, University of Minnesota, Minneapolis, Minnesota 55455 

(Received 22 July 1986; accepted for publication 5 November 1986) 

Using Made1ung's hydrodynamical variables, it is shown that the bi-Hamiltonian structure of 
the nonlinear Schrodinger equation goes over to a bi-Hamiltonian structure of the shallow 
water wave equations in the classical limit. 

I. INTRODUCTION 

In 1971 Gardner 1 showed that the Korteweg-de Vries 
equation can be viewed as a completely integrable Hamilto
nian system, and in 1978 Magri2 published a theory of inte
grable Hamiltonian systems of partial differential equations. 
The main feature of Magri's theory is the concept of a bi
Hamiltonian structure, that is, the ability to put a system 
into Hamiltonian form in two different ways 

U, = J1EH1 = J2EH2 , 

where the H's are the Hamiltonian functions (functions of U 

and its x derivatives), the J's are Hamiltonian operators 
(skew-adjoint partial differential operators giving rise to a 
Poisson bracket satisfying the Jacobi identity), and E is the 
Euler operator (variational derivative). A recursion opera
tor3 R = J2J 1- 1 can be constructed from the Hamiltonian 
operators and can be used to get an infinite sequence of sym
metries and conserved densities of the system. Such se
quences are a hallmark of integrable partial differential 
equations (PDE's), and Magri showed why. Later Ku
pershmidt and Wilson4 used the idea of a second Hamilto
nian structure to study modified Lax equations and Ku
pershmidt5 even found a tri-Hamiltonian system of 
dispersive water-wave equations containing the usual 
Korteweg-de Vries equation as a special subsystem. Most 
recently Nutku6 has shown that the equations of finite am
plitude waves also contain a tri-Hamiltonian structure. The 
equations of isentropic gas dynamics and the shallow water 
wave equations are examples of these. 

One of Magri's original examples was the nonlinear 
Schrodinger equation (NLSE). It has two Hamiltonian 
structures. If the NLSE is written with fl (Planck's constant 
divided by 21T) in the appropriate places, it describes a non
linear quantum mechanical situation. In 1927, in an effort to 
give Schrodinger's equation a hydro dynamical interpreta
tion, Made1ung 7 used a change of variables to write Schro
dinger's equation in fluid form. Purce1l8 used Madelung's 
transformation to study the higher-order symmetries of the 
resulting quantum fluid equations for both the linear and 
nonlinear Schrodinger equations, and has indicated applica
tions to liquid helium. Writing the NLSE in fluid form re
sults in the shallow water wave equations (SWWE) with 
another term containing fl2. Hence in the classical limit 
fl-+O, we have NLSE-+SWWE. The point of this paper is 
that the two Hamiltonian structures of the NLSE -+ two of 
the Hamiltonian structures of the SWWE. Furthermore, the 

recursion operator for the NLSE must pass over to one for 
the SWWE, so there is a correspondence between their sym
metries and their conserved densities. 

II. PRELIMINARY CALCULATIONS WITH THE NLSE 

The NLSE with fl is 

t/J, = i(flt/Jxx + Cl/2fl) t/J2i,b) . 

Madelung's change of variables is accomplished in two 
stages. First let 

t/J=Re iO
/
Ii , 

where Rand () are functions of x and t. Substituting this into 
the NLSE results in two equations, the real and imaginary 
parts, respectively, 

R, + 2Rx()x + R()xx = 0 , 

(), +()~ +R2/2-fllRxx/R =0. 

Lettingp = R 2 and U = 2()x results in 

p, + pUx + upx = 0 , 

u, + uUx + Px - 2fl2(Rxx/R)x = 0, 

which are the SWWE except for the fl2 term, which vanishes 
when fl-O in the classical limit. 

The theory of Hamiltonian PDE's (see Ref. 9) concerns 
systems of real equations, so to a void confusion it is desirable 
to write the NLSE as a system of two real equations by set
ting t/J = v + iw. Then we get 

which can be put in explicit Hamiltonian form 

x [ -.!!.. (Vl + w2 ) + _1_ (v2 + W2)1] 
2 x x 8fl ' 

where Ev and Ew are the variational derivatives with respect 
to v and w, respectively, and the Hamiltonian function is the 
usual energy density. The second Hamiltonian structure is 
given by 
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Here Dx is the total x derivative and D x- I is its formal in
verse. The Hamiltonian function is the usual momentum 
density. Both of these are obtained from Magri's original 
example in Ref. 2 simply by changing from 1/1 to v and wand 
inserting the fz's. 

The Made1ung change of variable from v and w to p and 
U is expressed by 

p = v2 + w2
, 

U = 2fz(vwx - wVx )/(v2 + w2) . 

Using the fact that the variational derivative or Euler opera
tor of a total x derivative is zero, it can be shown that the first 
Hamiltonian function, the energy, becomes 

fz ( 1/2) 1 2 1 2 -2 p x -Sipu +SiP , 

which is 

__ 1_ (~PU2 _ ~p2 + 2fz2(pI/2) ). 
4fz 2 2 x 

The factor - l/4fz in front will cancel out later. In the clas
sicallimit fz-+O only a classical energy 

!pu2 _ !p2 

would remain. The second Hamiltonian function is obvious
ly 

- (l/4fz)pu , 

which is a classical momentum with the same factor - 1/ 4fz 
in front. 

III. CHANGE OF VARIABLES FOR THE HAMILTONIAN 
OPERATORS 

If a Hamiltonian system 

U, =JEuH 

is rewritten in terms of new variables V, then we get 

V, = VuJ(Vu)*EvH, 

where Vu is the differential of V with respect to U defined by 

f VuYJdx=!!...1 f V(U+EYJ)dx, 
dE <=0 

and the star denotes the formal adjoint. The new Hamilto
nian operator is 

VuJ(Vu )*' 

The simple proof of this involves the chain rule and the defi
nition of the Euler operator 

f
Eu [L(V)]YJdx=!!... I fL(V+EYJ)dX. 

dE <=0 

In our case we want to pass from vw to pu variables. 
Hence J will go to 

(
Pv PW)J(Pv Pw)* 
Uv Uw Uv Uw 

Using chain rules U v = ueev and U w = ueew it is easy to 
check that 
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Note that an operator DJ means "multiply by f and then 
take the x derivative." The first Hamiltonian operator is thus 

which is the usual Hamiltonian operator for the SWWE or 
the gas dynamics equations. 10 

Noting that 

(- ~xw/P fzD~v/P)! (~ -:) 

XD x- I ( _ wO 0v)(v
w 

fz(W/P)Dx) 
- fz(v/p)Dx 

reduces simply to 

(~ ~J, 
it is easy to see that the second Hamiltonian operator 

( V W) (v (fzD + ... ) 
- fzDxw/p fzDxv/p x w 

is a third-order operator with no terms of order smaller than 
first order. In the limit fz--->O, only the first-order terms 
would be kept. 

IV. SUMMARY 

The first Hamiltonian structure for the fluid version of 
the NLSE is 

and the second is 

~), = (fz
2
C + fIB + A)(i)[PU] , 

where A, B, and C are first, second, and third order in Dx , 

respectively. Note how the extra fz that Dx carries around 
canceled with the extra l/fz of the Hamiltonians. In the clas
sicallimit any term with an fz disappears and two Hamilto
nian structures for the classical SWWE remain. Since the 
second Hamiltonian operator for the NLSE is Hamiltonian 
for any value ofthe parameter fz, the operator fz2C + fIB + A 
(which comes from a change in variables) must also be 
Hamiltonian for any value of fz. Thus each of A, B, and C 
must be Hamiltonian operators, hence there is no worry that 
the limiting operator A as fz-+O will be Hamiltonian. Obvi
ously a correspondence of higher-order symmetries (and 
their Noether generators, the conservation laws) is in effect 
because there is a correspondence of Magri-type recursion 
operators: 
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Note that the recursion operator for the NLSE raises the 
differential order upon each application, whereas A being 
first order in D leads to a recursion operator for the SWWE 
that will maintain the same differential order but will change 
the degrees of u and p, depending on what explicit functions 
are in A. See Ref. 6 for a more detailed account of the Hamil
tonian structures, recursion operators, and conserved densi
ties of the SWWE. 
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The semiclassical time-dependent propagator is studied in terms of the SU (2) coherent states 
for spin systems. The first- and second-order terms are obtained by means of a detailed 
calculation. While the first-order term was established in the earlier days of coherent states the 
second-order one is a subject of contradiction. The present approach is developed through a 
polygonal expansion of the discontinuous paths that enter the path integral. The results here 
presented are in agreement with only one of the previous approaches, i.e., the one developed on 
Glauber's coherent states by means of a direct WKB approximation. It is shown that the 
present approach gives the exact result in a simple case where it is also possible to observe 
differences with previous works. 

I. INTRODUCTION 

The formulation of semiclassical approaches to quan
tum problems has received a renewed interest following the 
popularity of the so-called coherent states (CS's) ,1,2 which 
are in some sense the most classical states. Since the pioneer
ing work by Klauder,3 where the path integral formulation 
was established, it was apparent that a so-called complexifi
cation of the (real) classical variables (essentially position 
and impulse) was necessary.3 This complexification ob
scured the derivation of the semiclassical time propagator 
(SP) especially when the second-order term, i.e., the re
duced propagator (RP), ought to be considered. Attempts 
to avoid this procedure4

,5 have resulted in a heuristic formu
lation of the SP in aP-form6 (P- and Q-forms associated with 
CS's were introduced from the beginning by Glauber7). Lat
er work on Glauber's coherent states has shown8 that the RP 
in the P-form has a more complicated structure than the one 
first assumed. 

The reduced propagator has also been a subject of con
troversy in the path integral approach. The imposition of 
continuity conditions9- 11 to the paths considered has forced 
the application of the path expansion procedure l2 for the 
evaluation of the RP, and as a result of this procedure, the 
second-order term has been formally expressed in terms of 
the eigenvalues of a Sturm-Liouville problem.9,l0 This pro
cedure has received some criticism13 because it produces in
correct behavior of the SP at the starting time, among other 
problems. 13 Other attempts to find the semiclassical propa
gator present problems in the identification of the correct 
classical Hamiltonian. 14,15 

In the present work, we study the semiclassical propaga
tor for spin and quasispin systems using the following steps. 

(i ) We decompose the propagator by means of the Trot
ter product formulas and slip-in identities between the prod
uct terms as done in Refs. 3-6, 9-11, and 16, but, taking 
advantage of the coherent states' overcompleteness,I,2.7 the 
identities are taken in a more general form than in the pre
vious works. This generality is not really a necessary tool, 
but it makes the following steps clearer. 

a) Fellow of the Consejo Nacional de Investigaciones Cientificas y Tecnicas, 
Argentina. 

(ii ) We evaluate all the integrals by the Lap lace method. 
This method requires the complexification of the variables, 
but, by virtue of the generality introduced in (i), this reduces 
to fixing the free complex parameter (which labels the equiv
alent identities) to a different value for each time. 

(iii) The second-order term is evaluated directly from 
the Laplace method working out a second-order differential 
equation for the reduced propagator. 

(iv) Finally, the equation for the reduced propagator is 
integrated. 

The steps (i) and (ii) are developed in Sec. II; Sec. III is 
reserved for a detailed calculation of the reduced propagator 
[steps (iii) and (iv)] while Sec. IV is devoted to an almost 
trivial example which already shows the differences between 
this work and the previous ones. The conclusions and per
spectives are presented in Sec. V. 

II. SU(2) PATH-INTEGRAL-LiKE FORMULATION 

A. The formulation 

The path integral formulation can be easily found using 
the slip-in identities decomposed as addition of coherent 
states3-5.9-ll between the terms in the Trotter product for
mulas 

U = exp( - iHt) = lim (1 - iHt /N)N. (2.1) 
N~oo 

The standard identity in terms of CS's is written 1.2 as 

1= 21+ 1 f Iz)(zl dz/\dz , 
1211' Jc (1 + ZZ*)2 

(2.2) 

where 

Iz) = exp(z'J + - z'*J _) IJ, - J), (2.3a) 

z'=e- it/>()/2, z=e- it/>tan«()/2), (2.3b) 

(J + ,J _ ,Jz ) are the three generators of the SU (2) group, and 
IJ, - J) is the extremal state (Jz IJ, - J) = - J IJ, - J» of 
the J-irreducible representation of SU (2), while the domain 
of integration C is the complex plane. 

The coherent state (2.3) may also be written taking ad
vantage of the BCH theoremsl in the form 
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Iz) = exp(zJ + )exp(ln(1 + zz*)Jzlexp( - z*J _) IJ, - J), 
(2.4a) 

Iz) = exp(zJ +) IJ, - J) (1 + zz*) - J, 

Iz) = Iz)(1 +zz*) -J. 

(2.4b) 

(2.4c) 

This last formula [(2.4c)] defines the unnormalized coher
ent state (curved brackets) which allows us to rewrite the 
identity (2.2) in the form 

1= 2J+.l ( Iz)(zl[(1 +zz*)2(zlz)]-ldzAdz*. (2.5) 
2m Jc 

As the CS's form an overcomplete set of states there are 
many different ways of writing the identity; for instance, 
multiplying (2.5) by 

1 = exp(8J + )exp( - oJ +), 

we obtain 

1 = II = exp(8J + )exp( - oJ +)1 

=exp(oJ+)1exp( -8J+), 

2J+ 11 1 = --.- exp(8J +) Iz)(zlexp( - 8J +) 
2m c 

X [(zlz) (1 + ZZ*)2] -I dz Adz*, 

which may be put in the form (applying again the disentan
gling theorems 1 ) 

1 = 2J +.1 ( Iy)(xi [(xly) (1 + YX*)2] -I dy Adx*, 
2m JD 

(2.6a) 

where x* and y depend on z and z* in the following specific 
form: 

y=z+o, 

x* =z*/(1-z*O). 

(2.6b) 

(2.6c) 

The domain of integration C in (2.5) transforms into 

D = {(y,x*) such that 

(y-o)* =x*/(1 +x*y)} in (2.6). 

The identity (2.6) is valid for any arbitrary complex number 
0, just because it does not depend on it. 

Following the standard procedure4.5.9.10.16 we obtain the 
following expression for the matrix elements of the propaga
tor between CS's: 

(c,6lUltft) = ~~ ( ... ( IT dYn Adx~ 
JDo JDNn=o 

x{(2J + 1) (21Ti(l + ynx~)2] -1}exp(F), 
(2.7) 

where F has the form 

F= i In [ (xn IYn -I) ] - ~ JY'(Yn -I ,x~) 
n~1 (xnIYn) N 

(2.8) 

and where the classical Hamiltonian JY'(Yn _ 1 ,x~) reads 

JY'(Yn _ i'x~) = (xn IH IYn - 1 )/(xn IYn -I ). (2.9) 

At this point we note that there is no reason for requir
ing continuity of the paths just because we are dealing with 
non orthogonal states. In this respect we recall that in earlier 
works on the subjece·9,11 only almost-everywhere contin
uous paths were considered, The contribution of the discon
tinuous paths can be determined by the following argument: 
considering the evaluation of the matrix elements of the 
identity (2.6), 

(c,6ltft) = 2J + 1 ( (c,6ly)(xltft) dyAdx*, (2.10) 
21Ti JD (xly) (1 + X*y)2 

we observe that as long as the integrand is a nonsingular c
number all the allowed values of (y,x*) contribute to the 
integral and not only justy = tft, x* = c,6* (it is even not nec
essarily in the domain of integration for an arbitrary o!). 
Further, the integrand can never become singular, as is easi
ly seen by inspection of (2.2). 

The evolution operator has been decomposed, in our 
case, in an infinite product of infinitesimal steps (21). Each 
of the terms in the product is very like the identity but be
cause of the argument concerning the matrix elements of the 
identity [cf. (2.10)] no notion of continuity of the paths 
follows from this observation. In fact the opposite is true. On 
the other hand, ifthe identities inserted between the terms of 
(2.1) were expressed in terms of o-orthogonal states, an in
tuitive notion of continuity of the paths would follow. 

In the following, we shall include discontinuous paths 
(as suggested in Ref. 13), with the understanding that the 
state IYn) in (2.7) is not supposed to be IYn) = IYn-1 
+ O( 1/ N) ). At this time we will not formulate a formal 

path integral which would call for the time derivatives of 
discontinuous paths. A discussion of the subject may be 
found in Ref. 16. In the semiclassical evaluation of (2.7) we 
follow a method which closely resembles the polygonal for
mulation of the path integral. 13 We left the large N limit as 
the last step to be taken. 

B. Classical evaluation of the integrals 

The evaluation of integrals, which depends on complex 
arguments (but real variables) by the Laplace or saddle 
point methods, requires that the integration path be ex
tended to the complex plane l7

; this procedure was called 
complexification by Klauder.3 In the present situation such 
a deformation of the integration path has already been done 
in (2.6) and the extremal points are identified by maximiz
ing F [ (2.8) ] in all the variables, leading to the following set 
of equations: 

JF = 0 = J{ln[ (xn IYn - 1 )/(xn IYn)] - it /NJY'(Yn _ 1 ,x~)} 
Jx~ Jx~ , 

n = 1, ... ,N, (2.1Ia) 

JF =O=Jln{(xoltft)/(xoIYo)} 
Jxt Jxt' 

i.e., tft = Yo, (2.11b) 
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aF = ° = a{ln [(Xn + llYn )/(xn IYn )] - it INYr(Yn ,X~ + 1 )} 

~n ~n ' 

n =O, ... ,N -1, (2.l1c) 

aF =0= aln[(¢IYN)/(xNIYN)], i.e., ¢* = xx.. 
aYN aYN 

These equations fix bothYn andx~ in (2.7) [or Zn andDn, see 
(2.6) ]. 

We recall here that the large parameter in which the 
asymptotic expansion is carried out is just 2J and that 

(xly) = (1 + yx*)2J. 

It is easy to realize that the classical equations (2.11) 
point out the continuous path as the most important one in 
the saddle point approximation. They also include the natu
ral boundary conditions. 

In what follows we are going to consider that only isolat
,ed classical paths contribute to the SP. If there is more than 
one path, a sum over classical paths will be understood. 

Developing the integrands in (2.7) up to second order 
around the classical path (y n ,x~) we obtain the following 
expression for the SP: 

(¢IU I¢) = lim exp(iS(¢,¢*,t,N») 
N-oo 

xJ IT {dSn Ad;: [ 2J + 1 ]} 
n=O (21Ti)(1+Ynx~)2 

(2.12) 

with x: = x: + S ~,Yn = Yn + ;n' We here define the clas
sical (discrete) action, S ( ¢,¢ * ,t ,N), in terms of the classical 
path expressed by (2.11), as follows: 

S(¢,</J*,t,N) = f (- i)ln [ (X~IYn __ l ) ] 
n=O (xnIYn) 

="(- -*) t '1 (- 1--cfl Yn'Xn --I n XNYN)' 
N 

(2.13 ) 

The secondary action appearing throughout the tridiagonal 
matrix 82 and the vector S are defined, respectively, by 

An Cn 
Cn Bn Dn_ 1 

8 2 = Dn_ 1 An_ 1 Cn_ 1 

(2.14a) 

and 

(2.14b) 

The matrix elements An' Bn, Cn, and Dn are the various 
second derivatives of F evaluated at the extreme points, i.e., 

(2.ISa) 

1099 J. Math. Phys., Vol. 28, No.5, May 1987 

(2.l1d) 

Bn =-- , a
2FI 

ax~2 Y,x. 
(2.ISb) 

Cn = , a
2

F I 
aYn ax~ Y,x. 

(2.ISc) 

Dn = , a
2

E I 
aYn _ 1 ax~ Y,x. 

(2.ISd) 

and the 0 ( 1/2J) symbol means order of 1/ (2J) as J goes to 
00 • 

III. EVALUATION OF THE REDUCED PROPAGATOR 

The evaluation of the SP represented by (2.12) simply 
involves the Gaussian integrations; we obtain 

(¢IUI¢) = exp(iS(¢,</J*,t») 2~n;, {(C _)N det(82»)-1/2 

X nUo [(1 + Ynx~)-2(2J + 1)]}, (3.1) 

where 

S(¢,¢*,t) = lim S(¢,</J*,t,N) 
N-oo 

-it [.aln(xIY). ="( *)] d - / Y - eft y,X S 
o ay 

- iln(</Jly(t)) (3.2) 

and 

x~-+x*(s), Yn -+y(s) 

is the (continuous) classical path. [The dot in (3.2) means 
time derivative.] 

We are going to follow a number of steps in the evalua
tion of the second-order term. First we factorize out of82 the 
Cn elements and a factor - i of each row, defining M:N as 

and taking into account that 
N 

det 8 2 = det M:N ( - )N II C~ 
n=O 

the reduced propagator, K, turns out to be 

K = lim ( - )N det(82 ) -1/2 
N-oo 

Hernan G. Solari 

(3.3 ) 

(3.4 ) 
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K = lim (det IWN ) -1/2 
N-oo 

N 

X IT [(1 + YnX~)-2C ,;-1(21 + 1)] . (3.5) 
n=O 

An explicit evaluation of Cn [(2.15c)] shows that 
N 

K= lim (detIWN )-1/2 IT (1+(21)-2). (3.6) 
N-oo n=O 

The term ( 1 + 1121) N has to be taken as unity as long as it is 
unity plus the error in the evaluation of the integrals by the 
Laplace or saddle point method-this procedure lets us 
write the expression 

K= lim det(IWN )-1/2. (3.7) 
N- 00 

The matrix IWN is a tridiagonal one and has the following 
explicit form: 

iAn/Cn i-

IWN = i iBn/Cn 

iDn_I/Cn_ 1 

The det(IWN ) can be evaluated by recursion, using the sub
matrices IWn and IW~; the relations are 

Mn = det IWn, M~ = det IW~, (3.9a) 

Mn =iAn/CnM~ +Mn_ l , Mo= 1, (3.9b) 

M~ =iBn/CnMn_ 1 + (Dn_l)2/(CnCn_I)M~_i' 
Mh =0. (3.9c) 

In the limit N -+ 00 it is easy to realize from (2.15) and (2.11 ) 
that the different coefficients behave in the following way: 

~ = _ a~* I ~ + 0 ((~)2) , 
Cn oy x" N N 

(3.1Oa) 

~- aY I ~+ O((~)2) 
Cn - ax* y N N' 

(3.1Ob) 

D n
_

1 =1_aYl ~+O((~)2), 
Cn _ 1 oy x" N N 

(3.1Oc) 

~ = 1 + a~* I ~ + 0 ((~)2) . 
Cn ax* y N N 

(3.1Od) 

This behavior allows us to transform the recursion formulas 
(3.9) into a set of coupled first-order differential equations 

AI = - i a~* 1 M ', (3.11a) 
oy x" 

AI' = i aY I M + (aYl - a~* I ) M', (3.11b) 
ax* y oy x" ax* y 

with the boundary conditions 

M(O) = 1, 

M'(O) = O. 

(3.11c) 

( 3.11d) 

The final step in the evaluation of the RP is to integrate 
Eq. (3.11 ).It may be checked that the solution we are look
ing for is the following one: 
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[ 
ax*(t) I oy(t) I ]112 M(t) = --
ax*(O) yeO) oy(O) x"(I) 

Xexp {J... (' (aYl _ a~* I ) dS}, (3.12a) 
2)0 oy x" ax* y 

M'(t) = iM(t) oy(t) I . 
ax*(t) yeO) 

( 3.12b) 

These expressions can in turn be put in terms of the second 
derivative of the action S [ (3.2) ], taking into account that 

i as(y(O),x*(t),t) = (21) x*(O) , (3.13a) 
oy 1 + ji(O)x*(O) 

i as(ji(O),x*(t),t) = (21) yet) 
ax*(t) 1 + y(t)x*(t) 

(3.13b) 

and 

as - JV(ji(t),x*(t»), (3.13c) -= 
at 

the determinant M [(3.12)] then equals 

M(t) = (1 + y(0)x*(0»)2(1 + y(t)X*(t»)2 

( 
a2s )-1 

X i ax(t)* oy(O) 

Xexp - ~-~ ds . {lit (at a':"* ) } 
2 0 oy ax* 

(3.14 ) 

The final expression for the matrix elements of the semi
classical propagator (2.12) reads 

[ 
a2s ]112 (¢IUIt/!) = exp{iS(t/!,¢*,t)} i--

at/!a¢* 

X [(1 + t/!x*(O»)(l + ji(t)¢*)1(21)] 

Xexp -- ~-~ ds , { 
1 it (cTv a':"* ) } 
4 0 oy ax* 

(3.15 ) 

where y and x* are the classical (complex) coordinate and 
impulse, which start atji(O) = t/! and end at x* (t) = ¢* fol
lowing the equation of motion (2.11) in the N -+ 00 limit 

.a 2ln(xIY).:.. aJV(y,x*) 
I Y - -----==--'---'-

ax* oy - ax* ' 
(3.16a) 

. a 2ln (xIY).:..* aJV(y,x*) 
-I X = . 

ax* oy oy 
(3.16b) 

The semiclassical expression (3.15) can be interpreted 
as the contribution of several factors: first of all, the classical 
contribution, i.e., the exponential of the action S; and sec
ond, the square root of the term 

(21) -1(1 + t/!x*(0»)(1 + y(t)¢*) i a
2
S(t/!,¢*,t) 
at/!a¢* 

= 1 + y(t)¢* oy(t) I = 1 + #*(0) ax(O) I ' 
1 + #*(0) a¢* '" 1 + y(t)¢* at/! "'" 

(3.17 ) 

which accounts for the change in the density of the paths due 
both to the Hamiltonian flow and the curvature of the phase 
space. 

We call the last factor 

exp -- ~-~ ds { lit (at a':"* ) } 
4 0 oy ax* 

(3.18 ) 
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the "extra-phase" term because it provides an extra phase 
term in the simplest examples, although it is not necessarily 
of modulo one in general. We do not have at present a phys
ical interpretation for this term, but we observe that it is like 
a signature of the coherent states, in the sense that the 
expression (3.15) looks like the expression of the semiclassi
cal propagator in term of space coordinates 13 except for the 
presence of this term, (3.18), and the ratio of the metric at 
the initial and final points in (3.17). An equivalent term to 
(3.18) is also present in the P-propagator of Ref. 8. 

IV. EXAMPLE 

The simplest example we may look for is theJz Hamilto
nian: 

H=Jz ' (4.1 ) 

The classical Hamiltonian (2.9) is now 

JY(y,x*) = (xIJzly)/(xly) = -J(l-yx*)/(l +yx*) 
(4.2) 

and the classical motion (3.16) is 

iy =y, yeO) = ¢, ( 4.3a) 

ijc* = -x*, x*(t) =¢*. (4.3b) 

These equations have straightforward integrals that al
low the evaluation of the action in the form given by (3.2): 

S(¢,¢*,t) = Jt - i21ln( 1 + ¢¢*e- it). (4.4) 

Taking the second derivative of S (4.4) we obtain 

JZS i21e- it 
--= - (4.5) 
J¢J¢* (1 + ¢¢*e-it)z 

The evaluation of the SP (3.15) from (4.3)-(4.5) gives 

(¢IUI¢) = eiJt(l + ¢¢*e- it )2J. (4.6) 

This last formula [( 4.6)] is in fact exact for the matrix ele
ments of the SP. The result (4.6) in this example is more 
accurate than the previous results where the same matrix 
elements were calculated in the form [Eqs. (3.7) and (3.49), 
Ref. 9] 

(¢IUI¢) = exp(iS(¢,¢*,t))(2i1rsin(t))-1Iz. (4.7) 

Before attempting a comparison between the present re
sults and the corresponding ones of Refs. 8, 14, and 15, we 
have to go from SU (2) coherent states to Np4 coherent 
states (Gaussian wave packets in the space or momentum 
basis). The procedure consists of contracting the SU(2) al
gebra into the Np4 algebra and simultaneously mapping the 
coherent states. The details of the method are explained in 
detail in Refs. 1 and 18. We recall here the main results. 

Under the limit J -> 00 the operators and coherent states 
associated with SU(2) go into operators and coherent states 
of Np4 in the form 

1101 

SU(2) ..... Np4, 

Jz + J -+N = a+ a (number operator), 

J+/(21)1/2-+a+ (creation operator), 

J _1(21) I/Z-+a (destruction operator), 
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IJ, - J) -+ 10) (N 10) = 010» • 

(21) 1 IZy -+ Y (coherent states map). ( 4.8) 

The contraction can be seen in essence as the linear ex
pansion of the phase space {y,x*} around the point {O,O}. 

With these identifications, we obtain, from (4.6), the 
matrix elements of F = exp ( - itN) expressed as 

(¢IP I¢) = lim (¢IU I¢)e - iJt = exp( ¢¢*e - it), (4.9) 
J_ 00 

where the limit will be understood as the contraction proce
dure previously outlined. 

This latest expression (4.9) is exact and is the one ob
tained in Ref. 8, while it appears in Refs. 14 and 15 multi
plied by eit 

12. This factor is irrelevant in the present trivial 
example but it accounts for a missing term in the general 
semiclassical expression of Ref. 14. (In Ref. 15 the factor 
was compensated by an ad hoc identification of the classical 
Hamiltonian. ) 

The contraction procedure applied here is not limited to 
the Hamiltonian of the example and is valid in general. 

v. CONCLUSIONS 

We have developed the semiclassical propagator in 
terms of SU (2) coherent states in an almost closed form. 
The resulting formula is well behaved for short times and in 
addition it matches the exact result for Hamiltonians which 
are linear combinations of the SU (2) generators. It also 
agrees with the results obtained in Ref. 8 using Glauber's 
coherent states in a direct WKB approximation to the SP in 
the P-form. 

Looking for possible generalizations, we recall here that 
the present approach is fully based on the existence of an 
algebraic classical limit, 19 expressed by the large (21) ap
proximation. While it does not appear that it could be diffi
cult to generalize these results to other systems from a techni
cal point of view, it is worth keeping in mind that the existence 
of an algebraic limit is a requisite from both physical and 
mathematical points of view. (It may express the existence of 
a large number of particles or quasi particles or to have other 
meaning depending upon the problem.) 

In order to make sense the evaluation of the integrals by 
the Laplace or saddle point methods it is required that the 
overlap between two unnormalized coherent states behaves 
as C't, where C is a complex number and.iL is the order pa
rameter that is expected to be linked with physical situa
tions. The nonexistence of a parameter in which the asymp
totic expansion is carried out makes the application of the 
Laplace method uncertain and does not make room for nec
essary operations like the one performed while going from 
(3.6) to (3.7). As a major mention of the importance of this 
fact we recall that the standard time-dependent Hartree
Fock equations, which have been formally derived in the 
classicallimit,4.11 do not have an identified large parameter 
associated. 20 This fact raises important questions about the 
justification of these derivations. 

As a physical situation that may be treated by the pres
ent approach we may mention the Coulomb excitation of a 
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nucleus as the result of scattering if the nucleus is described 
by an IBM model. 20 Another point of possible physical inter
est is the requantification of the solutions applying Gutz
willer's method22 adapted to CS's. In this context, the lowest 
lying state in this approximation is the one predicted by the 
random phase approximation as it may be easily realized 
shifting the real time to an imaginary one (i[J) and looking 
for the P' --+ 00 limit (i.e., the zero temperature limit). 

Our last point about the present approach is that it does 
respect dynamical symmetries if they can be expressed by the 
exponential of a linear combination of the SU(2) genera
tors. 8 This point brings up several questions as to the correct 
way of taking mean values of operators in the semiclassical 
approximation because SU(2)-TDHF expressions are sym
metry breaking (see, for example, Refs. 23 and 24). Further 
work on this subject is in progress. 
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It is shown that Levinson's theorem in static potential scattering can be generalized to a 
particle dynamically interacting with one-dimensional matter systems (liquids or solids). A 
restriction on a particle-matter interaction is that it decays faster than an inverse quadratic of 
the particle-matter separation. 

I. INTRODUCTION 

Levinson's theorem is one of the classic theorems in 
scattering theory. For s-wave motion of a particle in a spheri
cally symmetric potential V(r) in three dimensions, Levin
son showed that the scattering phase shift D (k) as a function 
of incident wave number k is related to the number of s-wave 
bound states N as 

N = D( + O)l1r (1) 

under certain conditions on the potential V(r) (Refs. 1 and 
2). Jauch3 and then Kazes4 and Ida5 later developed the 
method of scattering operator algebra, and succeeded to gen
eralize the theorem to cases of nonlocal potentials. In this 
paper, we shall point out that the theorem can be generalized 
to the case of dynamical particle-matter interactions in one 
dimension (I-D). 

A desire for this generalization arose in the course of our 
recent study of low-temperature adsorption of atoms on a 
material surface.6 Consider a scattering eigenstate charac
terized by two wave numbers kx and k z of the incident parti
cle as shown in Fig. 1 (a) (the particle motion is in the xz 
plane). The scattering wave function takes an asymptotic 
form at z ...... 00 of 

(2) 

where ¢Jo represents the matter ground state (T = 0 K for 
simplicity, and we assume that the ground state is nondegen
erate), and the S-matrix element S(kx,kz ) is in general a 
function of both kx and kz. Sometimes S( kx ,kz ) has a weak 
kx dependence, whereby the problem becomes essentially 
one dimensional. One such example is found in recent ex
periments for 4He atom scattering from a liquid 4He surface, 
reporting a weak kx dependence for the reflectance coeffi
cient as a function of kx and kz (Ref. 7). Indeed, previously 
people mainly considered a simplified 1-D model of particle
matter interactions to study low-temperature adsorption 
[cf. Fig. l(b)). We note that a I-D model must be of finite 
size, because otherwise the matter does not have a well-de
fined boundary at finite temperatures, and the question of 
calculating, for example, the adsorption probability of a par
ticle becomes meaningless. 8 

A long-standing controversy in low-temperature ad
sorption based on a finite I-D model concerns the impor
tance of correlated motions of a particle near a material sur-

face. 9
,10 This is essentially a question on the importance of 

many-body effects. We thus encounter an interesting ques
tion: is it possible to dynamically generalize Levinson's 
theorem? In this paper, we shall show that there indeed ex
ists a dynamical version of Levinson's theorem. The only 
restriction in our arguments is that the potential created by a 
matter system and seen by a particle must decay faster than 
an inverse quadratic of the particle-matter separation. We 
also assume that the ground state of the matter system is 
nondegenerate, which in fact is very likely the case for a 
finite system without a special symmetry. 

We have organized the present paper as follows. In the 
next section, as a natural generalization of the static case, I,ll 
we describe a scattering eigenstate of a finite I-D model, 
particularly a Jost function and its general aspects. In Sec. 
III, we discuss analytic properties of the Jost solution and 
Jost function. To do this, again as a natural generalization of 
the static case,II,12 we consider an integral Schrodinger 
equation for the Jost solution, and its formal solution in 
terms of the Fredholm series. A dynamical generalization of 
Levinson's theorem is then straightforward (Sec. IV). Fin
ally in Sec. V, our conclusion is given. 

(a) 

k 
~ • ~ 
-k 

FIG. 1. (a) Three-dimensional geometry for the scattering eigenstate char
acterized by the parallel and perpendicular wave numbers, kx and k z . (b) 
Its one-dimensional simplification when the parallel and perpendicular mo
tions are approximately separable. 
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II. SCATTERING EIGENSTATES 

The Hamiltonian for a particle interacting with a matter 
system is written in general as 

H tot =H(X,F) + V(X,x) +K(p), (3) 

where (X,F) are vector operators describing the positions 
and momenta of the matter atoms, and (x,p) describe the 
position and momentum of the particle. Here H(X,F) is a 
1-D matter Hamiltonian, K (p) is the kinetic energy of the 
particle, and V(X,x) describes the interaction between the 
particle and the 1-D matter system. Let us use the notations 
r= (X,x) , m = mass of particle, and <Po (X) and Eo, respec
tively, for the ground state of H(X,F) (T = 0 K) and its 
energy. For a given total energy E(k) = Eo + ft2k 212m, the 
Schrodinger equation 

Htott/J(r,k) = E(k)t/Jcr,k) (4) 

has two independent solutions F(r, ± k) with the asympto
tic properties at x -+ 00 , 

Fcr, ± k) __ <Po(X)e'f ikx. (5) 

The scattering state t/J(r,k) is then given as a linear combina
tion of the Jost solutions F(r, ± k). Noting that (4) is real 
and t/J(r,k) is an even function of k, we can write, in general, 

t/J(r,k) = (i12k) 

X Lt( - k)F(r,k) - f(k)F(r, - k)]. (6) 

To determine the Jost functionf(k) in the static case, 
one imposes the condition 

t/J(x = xo,k) = 0, (7) 

which is a requirement that the particle cannot reach the 
point x = xo, where the potential energy is large. The corre
sponding physical condition in our dynamic case is that 

(8) 

where rc is a constant vector independent of k. With a suit
able choice of normalization, one can then take the Jost func
tionf(k) as 

f(k) = F(rc,k). (9) 

A remark here is that the vectors rc which satisfy condition 
(8) generally form a hypersurface. A consistent situation, 
therefore, is that by choosing the Jost function as (9) for a 
special point r = rc on the hypersurface, condition (8) must 
be automatically satisfied for all the other points on the hy
persurface. In other words, the Jost solutions F(r, ± k) 
must be strongly correlated. 

In the next section, we shall examine an analytic proper
ty of the Jost solution F(r,k) in the complex k plane, which 
leads to the same analytic property of the Jost functionf(k) 
due to (9). Before doing so, let us mention some general 
properties off(k). First, it is seen from (5) and (6) that the 
zeros of the J ost functionf( k) on the negative imaginary axis 
in the complex k plane describe the bound states of H tot . In 
this paper, we restrict ourselves to those particle-matter po
tentials which decay faster than an inverse quadratic of the 
particle-matter separation. For such potentials, one can 
readily see that the number of bound states is finite, and 
therefore, except for physically uninteresting accidental si
tuations, 
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f(O) #0. (10) 

Second, the reality of H tot means that 

HtotF*(r, - k *) = E(k)F*(r, - k *), (11) 

but since F * cr, - k *) ~<po(X)e - ikx as x -+ 00, we have 

F*(r, - k *) = F(r,k). (12) 

Now since t/J(r,k) as given by (6) is areal, even function ofk, 

t/J*(r,k *) = t/J(r,k). (13) 

From (6), (12), and (13), we obtain the well-known rela
tionship 

f*( - k *) =f(k). (14) 

For real k, in particular, upon writing the Jost function as 

(15) 

where o(k) is a scattering phase shift, (10) and (14) give 

-o(-k)=o(k), (16) 

under the convention that o( ± 00) = O. A note on (16) is 
that 0 ( ± 00) need not be the same, so that they are not 
necessarily zero. 

III. ANALYTICITY OF THE JOST FUNCTION 

We now discuss an analytic property oftheJost solution 
in the complex k plane, leading to the same analytic property 
of the Jost function due to (9). Let us consider the following 
integral Schrodinger equation for F( r,k): 

F(r,k) = Fo(r,k) + f dr' K(r:r';k)F(r',k), (17) 

where the integral kernel is 

K(r,r';k) = - G(r,r';k) V(r') , (18) 

V(r)=V(X,x), Fo(r,k)=<po(X)e-ikX, and the Green's 
function G(r,r';k) is defined by 

[H(X,F) + K(p) - E(k) ]G(r,r';k) = ocr - n. (19) 

Introducing an orthonormal complete basis set {<Pi (X)} for 
the matter Hamiltonian H(X,P) , we can write the Green's 
function G as 

G(r r 'k) - ~ - ----=-----=--
--, f dk' eik'(x-x') 

" - "'1 21T E(i) + k ,2 - k 2 + ic 

(20) 

where E(i) is the energy difference between the states <Pi (X) 
and <Po(X), and we have put ft2/2m = 1. In (20) we have 
added the term ic (c = infinitesimal positive number) in the 
denominator to describe an outgoing wave. 

In carrying out thek' integration in (20), as will become 
clear below, we need only consider k in the region D sur
rounded by the contour C: [- ko,ko], [ko,ko - i 00 ], 

[ko - ioo, - ko - ioo], and [ - ko - ioo, - ko], where ko 
is an infinitesimal positive number. On the other hand, our 
1-D matter is finite, and thus the excitation above the ground 
state has a gap, that is, E(i) > O. Therefore, for k in the re
gion D, it is always realized that 

(21) 
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With (21 ) in mind, we perform a contour integral over k ' to 
obtain 

e-ECi,k)!x-x'! _ _ 

G('f,r';k) = L ' ¢;(X)¢;(X'). (22) 
; 2E(z,k) 

The integral equation ( 17) can be solved formally by the 
Fredholm method13

: 

F('f,k) =Fo('f,k) + ~ fdri fl.('f,r')Fo('f',k), (23) 

where 

x (24) 

Knl Knn 

where K('fj;rj ) is abbreviated as Kij and 

fl.(r,r') = K('f,r') + L (-, )n f dr j '" f drn 
n= 1 n. 

(25) 

We note thatbothFo(r,k) and the kernelK('f,r'), as given by 
(18) and (22), are analytic in region D, Therefore if the 
Fredholm series in (24) and (25) converge, we reach the 
conclusion that the Jost solution F('f,k) as given by (23) is 
also analytic in region D. 

We now show the convergence of fl.. In a similar way, we 
can show the convergence of fl.(r,r'). We first note that from 
( 18) and Hadamard's inequality l4 we can write 

f dr1,,·fdrn det Ilkijll 
1<'J<n 

.:::f dx ,,·fdx f dX " ·fdX ""<:l::: 1 n 1 n 

(26) 

where Ilg; II is the norm of the ith column vector of the matrix 
Gij' Next, since our k is in the low-energy region D, the exci
tation ofthe matter from its ground state ¢o(X) is limited to 
a finite number of low-lying excited states, i.e" with some 
integer I, (22) gives 

IG 1 
~ I¢;(X)¢;(X')I 

rr' .;;; £.. . 
;<l 2E(i,k) 

(27) 

The wave functions oflow-Iying excited states are well local
ized in the X space, and therefore, when carrying out the 
integrations S dX1 ... S dXn in (26), one can apply the aver
age-value theorem. This means that there exist a certain con
stant vector Xo and finite constants A and B such that 

f dx\·"f dXnW('fl)",V('fn)I'llglll'''llgnll 

= 1 V(XO'x l ) I' • '1 V(XO,xn ) 1 

X fdX1" JdXnllglll"'llgn II 
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FIG. 2. The contour C in the integral of (31). The crosses on the negative 
imaginary axis denote the zeroes of the Jost functionf( k). 

(28) 

Physically,Xo describes a most probable configuration of the 
matter atoms at low temperatures. We finally note that since 
our I V(Xo,x) I decays faster than x- 2 at x- 00 byassump
tion, 

f dxl V(Xo,x) I.;;;M < 00. (29) 

From (26), (28), and (29) we obtain 

f dr1,,·Jdrn det IIKijll';;;(MAB)nnn12, 
l<'IJ<n 

(30) 

which assures the convergence of fl., 

IV. DYNAMICAL LEVINSON'S THEOREM 

In the preceding sections, we have discussed some gen
eral properties of the Jost function I(k) and its analytic 
property in the complex k plane. Weare now ready to claim 
the existence of dynamical Levinson's theorem in a similar 
manner as in the static potential scattering, 

1 i !,(k) 1 i Nb = --. dk--= --. d[ln/(k)] 
2m c I(k) 2m c 

= - (1/217)[b( - 0) - b( + 0)] = b( + 0)117, 
(31) 

where Nb is the number of bound states of Htot , and the 
contour C is as given in Fig. 2. This can be seen as follows: 
since the Jost function/(k) is analytic in the region D sur
rounded by the contour C, the integrand!, (k) II( k) has sim
ple poles of unit strength at zeroes of I(k), each of which 
corresponds to a bound state, For q degenerate bound states, 
the strength of the corresponding pole is q. This is the first 
equality in (31 ), The remaining equalities in (31) are trivial 
from (10), (15), (16), and the analyticity of/(k) in region 
D. 

V. CONCLUSION 

In this paper, we have considered a I-D model which 
describes a particle dynamically interacting with a finite I-D 
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matter. We have shown that if the matter has a non degener
ate ground state and is well localized in space, and hence the 
collision of the particle with the matter is well defined, and if 
the particle-matter potential decays faster than an inverse 
quadratic of the distance, there exists a dynamical version of 
Levinson's theorem, connecting the zero-energy phase shift 
8 ( + 0) to the number of bound states of the total system. 
This dynamical Levinson's theorem has recently played an 
essential role in the study of low-temperature adsorption. 6 

Furthermore, in light of its general, many-body character, 
we expect its fruitful applications in other physical prob
lems. 
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Double Kerr-Schild equivalence of hyperheavens is studied within a spino rial formalism based 
on the fact of the existence of a congruence of self-dual null strings. In particular, it is shown 
that a given hyperheavenly metric structure generates all members of the corresponding 
equivalence class in terms of a certain spinor field and the generalized key function subject to 
the generalized hyperheavenly equation. The treatment is manifestly covariant: no coordinates 
are employed. Finally, a link with the classical results on hyperheavens (Plebanski and 
Robinson [J. F. Plebanski and I. Robinson, Phys. Rev. Lett. 37, 493 (1976)] and Finley and 
Plebanski [J. D. Finley, III and J. F. Plebanski, J. Math. Phys. 17,2207 (1976)]) is 
established. 

I. INTRODUCTION 

A theory of algebraically degenerate space-times is one 
of those areas of general relativity that has been explored 
successfully since 1960. 1 That success is founded, in princi
pal, on the Goldberg-Sachs theorem.2 In fact, it is the exis
tence of a shear-free congruence of null geodesic lines that is 
employed to construct geometric coordinate systems, in 
which Einstein equations can be reduced essentially (see 
Ref. 1 and, for instance, Ref. 3). A generalized formulation 
of the Goldberg-Sachs theorem in terms of bivectors was 
provided by Robinson and Schild in Ref. 4. 

A field of Debever-Penrose (DP) null directions can be 
viewed as an intersection of two distributions, of two-dim en
sional, complex subs paces that are totally null (any two vec
tors of a subspace are orthogonal) and self-dual or anti-self
dual, respectively. With each of them there is associated a 
simple bivector. Now, in Einstein spaces,5 the Goldberg
Sachs theorem states that a DP direction is algebraically de
generate if and only if those distributions are formally inte
grable, i.e., a collection of all complex vector fields contained 
pointwise in subspaces of one of these distributions is closed 
with respect to the Lie bracket operation. That fact can be 
restated conveniently in terms of the corresponding two
forms. The formal integrability does not yet mean integrabi
lity in the usual sense (i.e., the existence of integral submani
folds) since the space-time is real and the subspaces are 
complex. However, if the space-time can be extended ana
lytically, one gets integrability of the corresponding distribu
tions. Their integral submanifolds are called left or self-dual 
null strings and right or anti-self-dual null strings, respec
tively. That fact has been one of the main reasons that 
brought the idea of a complex space-time into general rela
tivity. The complex version of the Goldberg-Sachs theorem 
was discussed extensively by Plebanski et al. in Refs. 6-8. 

It turns out that for a general complex Weyl tensor, 
algebraic types of its self-dual and anti-self-dual counter
parts are independent. This is unlike the situation in a real 
case, where both of them are identical. 

The first attempt to integrate Einstein equations was 
made for complex space-times with a trivial one of the irre
ducible parts of the Weyl conformal tensor. 9-11 These spaces 
are referred to as heavens. (There has been an independent 
interest in them due to Newmanl2 and PenroseY) Soon it 

was realized that similar results can be obtained for hyper
heavens, i.e., complex space-times with one-side-degenerate 
conformal curvature tensor. 14-15 The metric structure of a 
hyper heaven is determined entirely by one scalar function, 
fulfilling a differential constraint of the second order. 

It turned out that the complex line element of a hyper
heaven exhibits an interesting algebraic structure. It is dou
ble-Kerr-Schild (dKS)-equivalent to another metric which 
is flat. To put it in other words, the difference between these 
two metrics is spanned at each point by two null and orthog
onal vectors. Moreover, those vectors are tangent to the null 
strings associated wtih the algebraically degenerate part of 
the conformal curvature tensor. Thus 

ds2 =TJ+Ak®k+Bm®m+C(k®m+m®k), (Ll) 

where TJ is flat, and k and m are null and orthogonal. Those 
properties of k and m hold with respect to both metrics, ds2 

and TJ. Moreover, 

[k,m] AkAm = O. ( 1.2) 

We want to point out that the idea of dKS equivalence is 
not new. The concept was discovered by Plebanski in Ref. 
16. (See also Refs. 17 and 18.) In a paper by Plebanski and 
Schild, the authors discussed dKS-equivalent metrics 
(called there dKS-conjugated) using the null-tetrad formal
ism. 19 

To describe hyperheavens one constructs a coordinate 
system {q'l,pB}, A,B = i,i, such that two-dimensional sub
manifolds c/ = const form the congruence of self-dual null 
strings and {PB} are some parameters along them. Then K 
and m are spanned by {dc/} only. Working in that coordi
nate system, one obtains from Einstein equations the exis
tence of the key function and the corresponding hyperhea
venlyequation. 15 

Although this result reflects geometric properties of a 
complex space-time it has been derived in specific coordi
nates. In this paper we reformulate it in a covariant way. We 
get an even more general result. To arrive at it one considers 
instead of ( 1.1 ), the relation 

dS'2 = ds2 +Ak®k + Bm ®m + C(k®m + m ®k), 
(1.3 ) 

where ds2 is this time a given hyperheavenly, otherwise arbi-
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trary metric structure. For dS,2 to be a hyperheaven one ob
tains some conditions onA, B, and C, that can be reduced to 
the existence of the so-called generalized key function and 
the corresponding generalized hyperheavenly equation. Ob
viously, the generalized key function depends on a choice of 
ds2

• However, the result is manifestly coordinate indepen
dent. 

We should like to mention here that a problem of a co
variant formulation of a theory of hyperheavens has been 
already discussed in Refs. 20-22. As far as our treatment of 
this problem is concerned the main emphasis is put into 
dKS-equivalence aspects of that theory. 

In Sec. II the basic concepts, facts, and important for
mulas concerning complex, one-side degenerate spaces are 
listed. Most of them were discussed extensively in Ref. 8. 

Section III contains the main results of this paper: a 
brief outline of a proof of the existence of the generalized key 
function and a derivation of the generalized hyperheavenly 
equation in its covariant form. In Sec. IV the correspondence 
between our results and those obtained by Plebaiiski and 
Robinson 14 and by Finley and Plebaiiski 15 is established. In 
all that it seems to be very convenient to operate on spinorial 
objects. In this respect the technique developed by Ple
baiiski8 is appropriate. 

II. COMPLEX SPACE-TIMES AND CONGRUENCES OF 
NULL STRINGS 

Throughout this paper by a complex space-time is 
meant a complex, four-dimensional manifold with a holo
morphic metric structure ds2

, that satisfies Einstein equa
tions 

C ABCb = 0 = R. (2.1 ) 

Here C ABCb stands for the spino rial image of the trace-free 
Ricci tensor and R for the Ricci scalar curvature. 8 

A congruence of self-dual null strings is determined by a 
nowhere vanishing spinor field kA' such that 

(2.2) 

This condition is invariant with respect to arbitrary rescal
ings of kA' kA --> tPkA' tP=j:.O. However, one finds its more ad
vantageous perhaps, to normalize kA in such a way that 

VABkC = 3ZAB k c + 2EACkMZMB' (2.3) 

where ZAB is another spin or field, called Sommers vector. 
Now, the rescalings of kA are reduced to those with tP being 
constrained by 

(2.4 ) 

That special normalization of k A' referred to as canonical, is 
equivalent to the requirement that the self-dual two-form 

(2.5 ) 

is closed.s 

A careful examination of integrability conditions for 
Eqs. (2.3) shows (Ref. 8) that 

VACZBb =2k(AX B)Cb +2ZA(CZBb) -CABCb 

(2.6) 

where 
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1"1 - IZ . Z AB - R /24 ./ - '2 AB , (2.7) 

2PAB = kStPSAB' k(AtPBCD) = - !CABCD ' (2.8) 

2PAB = kSXSAB' XABC = XA(BC)' (2.9) 

The deviation one-form e (also known as an expan-
sion)8 is 

(2.10) 

Here {gAB} stands for one-forms (further on referred to as 
null-tetrad one-forms) in terms of which the expression for 
the metric tensor ds2 reads 

ds2 = - !gAB ® ltB
. (2.11) 

s 

The Goldberg-Sachs theorem for complex space-times 
states that the conformal curvature spin or C ABCD is algebrai
cally degenerate, with kA being its multiple DP spinor, i.e., 

C ABCD = 6k(AkBtPCDP (2.12) 

if and only if k A determines a congruence of null strings 
(Ref. 8). 

By a hyperheaven is meant, in this paper, a complex 
space-time that satisfies condition (2.12). 

From now on all discussion of this section concerns hy
perheavens. We remark, however, that similar results can be 
obtained under much weaker conditions (consult Ref. 8). 
And so, the Sommers vector can be put into a form of 

(2.13 ) 

Next, let V A be an operator of a covariant derivative 
along null strings defined by 

VA: = <I>-1I2kBVBA' (2.14) 

and let fl cb ... k be an arbitrary spin or field with dotted in
dices only. It is not difficult to show that 

(2.15 ) 

The computation is straightforward. It involves Ricci identi
ties,8 Eqs. (2.3) and (2.13). Equation (2.15) show that the 
comutator of V A and VB is zero, when considered as an op
erator acting on dotted spin or fields. This feature of V A is 
very useful in computations. As an application of that prop
erty one gets a lemma. 

Lemma: The equation V cPb ... k = flcb ... k is complete
ly integrable (i.e., its integrability conditions are satisfied 
identically) if and only if VCflcb ... k = O. 

Complete integrability implies that the solution exists 
for arbitrary "initial data," where "initial data" means a 
two-dimensional surface (transversal at each of its points to 
the corresponding null string) together with a spinor field 
o 
P b···k along it. (That type of a Cauchy-Kowalewski-like 
problem has been discussed in a similar context in Ref. 23.) 

We notice for future references that, in particular, the 
equations of the form 

VAPB = 0 (2.16) 

and 

V BPA = {jAB (2.17) 

are completely integrable. 
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Now, let ()A be defined by 

()A: = kMZMA. (2.18) 

It is not difficult to show employing Eqs. (2.14), (2.3), 
(2.6), (2.1), and (2.12) that 

<l>1I2VA() B = 3() A() B. (2.19) 

We remark here that in spaces with a congruence of null 
strings such that the corresponding k A is a multiple DP 
spinor field, Eqs. (2.19) is equivalent to the condition 

kAkBCABCD = O. (2.20) 

The same remark applies to the validity of Eqs. (2.15). Now, 
notice that because of Eqs. (2.14), we have 

()A = !<I>1/2VAln <1>. (2.21) 

This being substituted back into Eqs. (2.19) provides a con
straint on <1>, 

VAVB<I>-l = O. 

Let J A be a spinor field defined according to 

J A: = VA<I>-l, 

(2.22) 

(2.23 ) 

and let P A be a particular solution of Eqs. (2.17). Then 

VAJB = 0, (2.24) 

and 

(2.25 ) 

where the function K is constant along null strings, i.e., 

(2.26) 

From now on, any spinor field annihilated by the opera
tor V A will be referred to as a spinor field covariantly constant 
along null strings. 

At the conclusion of this section we remark, that J A # 0 
if and only if the deviation one-form () is nontrivial «() # 0). 
That fact is a simple consequence of Eqs. (2.10), (2.18), 
(2.21), and (2.23). 

III. dKS EQUIVALENCE OF HYPERHEAVENS 

(i) dKS-equivalent complex metrics: Let {gAB} be null
tetrad one-forms for the metric tensor ds2 [Eqs. (2.11) ] . It is 
not difficult to prove that two metrics dS,2 and ds2 are dKS
equivalent in the sense of (1.3), iff there exist spinor fields 
kA (kA #0) and OJAB , 

OJ AB = OJ (AB) , (3.1) 

such that the one-forms 

g'AB = gAB + kAOJB NkMgMN (3.2) 

represent null-tetrad one-forms for the metric tensor dS'2. 
Then 

(3.3 ) 

Further on, we shall assume ds2 to be a hyperheavenly 
metric structure and k A to be the corresponding multiple DP 
spinor field constrained, due to the Goldberg-Sachs theorem 
(Sec. II), by the condition (2.3). Our ultimate goal is to 
obtain and then to integrate the conditions on OJ AB for dS'2 to 
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be another hyperheavenly line element. We adopt the con
vention that all objects related to dS,2 are endowed with 
"prime." 

At the first stage one finds relations between the connec
tion one-forms r~B' r AB and r AB , r AB . (For definitions of 
r's consult Ref. 8.) To this end one applies to both sides of 
formula (3.2) an operator of the external covariant differen
tiation D (Ref. 8). Then one employs the first structural 
equations 

(3.4 ) 

and the like for primed objects. One gets as the result 

HAM I\g'MB + HBM I\g'AM = D(kAOJBNkM ) I\gMN, 

(3.5) 

where 

H AB : = r AB - r~B (3.6) 

and 

H AB : = r AB - rAB' (3.7) 

Condition (3.5) can be solved for the components of H AB 

andHAiJ>i.e.,HABcDandHABcD (HAB = -!HABcDgCDand 

HAB = - !HABCDgCD) by simple algebraic manipulations 
involving spinorial techniques. The final formulas are 

H ABCD = k(AkB V C) NOJND + 6k(AkBZc) NOJND 

- 2wkA kBkck NZND - kAkBkcOJMNkMVMNOJMD 

(3.8) 

and 

H ABCD = kckM{VMDOJAB - EC(A VMNOJB)N}' (3.9) 

where 

/.,. - 1.. AB (3.10) 
UJ. - - 20J ABOJ , 

and covariant derivatives of kA have been already eliminated 
by means of Eqs. (2.3), 

At the next stage one finds the correspondence between 
S'AB,S'AB, and SAB,SAB. (Their definitions can be found in 
Ref. 8.) The computations are straightforward and they 
amount to 

and 

S'AB: = !Eksg'AR I\g'BS 

=SAB _ OJk Ak BkMkNS MN _ kAkBOJCDSCD, 

(3.11) 

S'AB: = !ERSg'RAl\g'SB = SAB _ kckDOJABSCD. (3.12) 

Now, one is prepared to establish relations between 
C~BCD' R' and C ABCD ' R. To this end one employs the sec
ond structural equations (Ref. 8). 

One obtains from them 

C~BCD = C ABCD - k(AkB{UCDlCD + CCDlCD}OJ
CD 

- OJk(A kB {CCD)MN + vCDlMN}kMkN 

+ nROJkAkBkCkD + V(ABCD) ' 

C~BCD =CABCD +UABCD - (CABCDkckD 

- nRkAkB + VABCDkckD)OJCD' 

Krzysztof R6zga 
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and 

where 

and 

UABCD = -~{VM(cHIABMID) +HAMN(DHMIBtC) 

(3.16 ) 

VABCD = HV(D NHIABIC)N + HAM(CINIHMIBID) "1. 
(3.17) 

(Explicit formulas for VABCD and UABCD are listed in Appen
dix A.) 

(ii) The generalized key function: The conditions R ' = 0 
and k AC ~BCD = 0 can be expressed in terms of UJ AB by 
means ofEqs. (3.15), (3.14), (2.12), (AI), and (A5). They 
read 

(3.18 ) 

and 

VNcf>2V(CUJD)N = O. (3.19) 

We remark here, that kA is a multiple DP spinor for C ~BCD 
[Eqs. (3.13) 1, i.e., C ~BCDk Bk ck D = O. Indeed, it is true for 
C ABCD [Eqs. (2.12)] and one can verify that 
V(ABCD) k Bk ck D = 0 [Eqs. (A8) 1. This fact shows the con
sistence of requirements that both ds2 and dS'2 are to be hy
perheavenly metric tensors. An integration of Eqs. (3.18) 
and (3.19) can be carried out as it has been done in similar 
circumstances in Ref. 15 (see also Refs. 20-22). Indeed, al
though in our approach V A is an operator of a covariant 
derivative defined in a coordinate independent way, it can be 
treated formally as "a / apA" due to its property expressed by 
Eqs. (2.15). 

Again, there are two cases to be considered. 
Case 1: JA ::;60 (expanding case}: It is not difficult to show 

that the general solution of Eqs. (3.18) and (3.19) can be 
represented by 

UJAB = a AB + V(A cf>-4V B) W, (3.20) 

where a AB is a symmetric covariantly constant along null 
strings spinor field and W is a function called from now on 
the generalized key function. 

Case 2: JA = 0 (nonexpanding case): In this case 
cf>-I = K [Eqs. (2.25) 1 and consequently K ::;60. The gen
eral solution ofEqs. (3.18) and (3.19) can be represented by 

UJAB = -jK-1L(APB) +K 4 V A V B W, (3.21) 

where LA is covariantly constant along null strings spin or 
field and PA is a particular solution of Eqs. (2.17). We re
mark that the non expanding case can be thought of as a limit 
of the expanding one l5 and therefore a further discussion of 
this paper concerns the general case only. 

It is to be pointed out that there are alternative forms of 
UJAB . Our representation of UJAB [Eqs. (3.20) 1 seems to be 
very natural, however, it is not the one that has been em
ployed in Ref. 15. That point is to be explained later in Sec. 
IV. Also in our representation of UJ AB there is some ambigu
ity for a AB and W. It is not difficult to figure out. It turns out 
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that the transformations, which preserve UJ Ail, are of the 
form 

and 

a AB -. a AB + <1a Ail , 

where 

<1 W = <10,0 + cf>3{<1_ 3,0 + (pMJ M )<1_ 2,0 

+ (P MK M )<1_ 3,1}, 

(3.22) 

(3.23 ) 

(3.24 ) 

(3.25 ) 

The coefficients <1 m,n'S are covariantly constant along null 
strings, and K A is a covariantly constant along null strings 
spinor field such that 

(3.26) 

Consequently, one can always arrange <1aAB in such a 
way that the new a AB fulfills the following condition: 

aABK B = O. (3.27) 

(iii) The generalized hyperheavenly equation: It turns 
out that a pattern of an integration of Einstein equations 
discovered in Refs. 14 and 15 (see also Refs. 20-22) mani
fests itself in our approach as well. To be more specific, let I A 

be a spinor field such that 

kAlA = 1. (3.28) 

The field equations C ~BCD = 0 for the metric tensor dS'2 
(one assumes that R ' = 0 has been already satisfied) can be 
split into a triplet of equations 

C~BCDkAkB = 0, (3.29) 

C ~BCDkAIB = 0, ( 3.30) 

and 

C~BcDIAIB = O. (3.31) 

It turns out that with Eqs. (3.29) and (3.30) being satisfied, 
Eq. (3.31) can be put into a form of 

(3.32) 

To find the corresponding A one has to pull out the operator 
V C V D in front of the left-hand side member of Eqs. (3.31), 
expressed already in terms of W,aAB and their derivatives. 
That requires a repeated application of the Leibnitz rule for 
differentiation of a product of spinor fields, Ricci identities, 
and Eqs. (2.3), (2.6), (2.13), and (3.28). During that pro
cess one gets some compensating terms, which are not of the 
form V C V D v. It turns out, however, that the total contribu
tion from those terms is equal to zero. (See also Appendix 
B.) All of that procedure is manifestly covariant; no coordi
nates are employed. 

Before an expression for the corresponding A is pro
vided, we would like to make a remark. We observe that 
from the Bianchi identities 

V M ACABCD = 0, 

it follows that 

VACABCD =0. 

Krzysztof R6zga 
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Equations (3.34) in tum, imply that there exists a function 
C, such that 

CABtb = VA VB V tV bC. (3.35) 

This result is a simple consequence of the lemma from Sec. 
II. 

Now an expression for L can be written down. It reads 

A = - !<I>-5(V A <l>2V B<I>-3W) (VA<I>2VB<I>- 3W) 

- cr4BVA VB (<I>-3W) - <I>-40W 

+ (12<1>-4Z AB + 5<1>-3VAB<I>-I) V AB W 

+ 3<1>-3{O<l>-1 + <I>(VAB<I>-I)( V AB<I>-I)} 

where 
0: = - !VAB V

AB, 

CAB = VAVBC. 

(3.36) 

(3.37) 

(3.38 ) 

Equation (3.32), after being integrated twice, takes the 
form 

(3.39) 

where A is determined by (3.36) and NA and rare covar
iantly constant along null strings. This equation is called 
from now on the generalized hyperheavenly equation. No
tice that A does not depend on fA' as one could expect it, 
since fA has been an auxiliary spinor field only [Eqs. 
(3.28)]. 

There is still some freedom in the structural elements 
that constitute an expression for A, i.e., <1>, kA,W, a AB , 
and CAB' We now list the corresponding transformations 
and their effect on A. 

(a) CAB --CAB + 6..CAB , 

where 6..CAB is such that 

6..CAB = VA VB6..C 

and 

VAVBVt Vb6..C=O. 

Then A--A - 2aAB6..CAB . 

(b)<I>--X<I>, W __ X 5 W, CAB --XCAB' 

where X is such that X # 0 and V AX = O. Then A --X A. 
(c)k A __ if;k A, W __ if;- 4 W, 

a AB --if;-2aAB , CAB --if;- 2CAB , 

where if; is such that if;#O and VA if; = O. Then A __ if;-4A. 

(d) W--+W+6..W, aAB--+aAB +6..aAB , 

where 6.. Wand 6..aAB are given by Eqs. (3.22)-(3.25). Then 
A -- A + 6..A, where 6..A is such that V tV b 6..A = O. 

An explicit form of 6..A is this time more complicated 
and it will be presented elsewhere. 

IV. A STANDARD APPROACH TO HYPERHEAVENS 

In this section we show how the original results on hy
perheavens 14-15 can be obtained within our formalism by 
certain specifications of coordinates and the metric structure 
ds2

. 
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And so, a coordinate system {~, pB} is the one associat
ed with a congruence of null strings (null strings are deter
mined by equations ~ = const). The metric tensor ds2 is flat 
and it is of the form 

ds2 = 2<1>-2 d~dpA' 

where 

andh and K are numerically constant. 
We choose null-tetrad one-forms {gAB} to be 

glA = _.j2 dpA, 

and 

(4.1 ) 

(4.2) 

(4.3) 

(4.4 ) 

A spinor field k A in its canonical normalization [Eqs. 
(2.3)] is given by 

k A = (<I>21.j2)81. (4.5) 

Next, we study spinor fields covariantly constant along 
null strings, i.e., solutions of the equation 

VAUB = O. (4.6) 

An explicit formula for the operator V A can be worked out. 
Then Eqs. (4.6) take the form of 

(4.7) 

It is not difficult to find its general solution. It turns out that 

UA = <I>-1/2{uh + V(PA + (Kh)kA)}, (4.8) 

where kA is a fixed, numerically constant spinor, such that 

(4.9) 

and U and v are arbitrary functions of ~'s only, i.e., constant 
along null strings. In particular, J A of Eqs. (2.23) is of that 
form. Indeed, one can verify that 

(4.10) 

which corresponds to (u,v) = ( - 1,0) in formula (4.8). 
As for a spinor fieldKA [Eqs. (3.26)], it can be taken in 

the form of 

KA = - <I>-1/2(PA + (Kh)kA). (4.11) 

Finally, we observe that 

PA = - (<I>- 1/2h)kA + <I>- 1/2K(PA + (Kh)kA) 

( 4.12) 

is a particular solution of Eqs. (2.17). With that choice of PA 
formulas (2.25) and (4.2) are consistent. 

We now assume that the generalized key function and 
the corresponding spinor field a AB have been arranged al
ready in such a way that aABK B = 0 [Eqs. (3.27)]. Conse
quently, 

a AB = - f.iKAKB, (4.13 ) 

where f.i is a function constant along null strings. 
Let the function Ws be defined by 

W - 1Il<l>4(P MK· )2 + lW s - 4'- M 2' (4.14 ) 

It turns out that Ws is the key function of the standard ap-
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proach to hyperheavens. 15 That fact can be verified by a sub
stitution of W from Eqs. (4.14) into Eqs. (3.39). Addition
ally one has to represent all covariant derivatives involved in 
Eqs. (3.39) as well as ZAB in the coordinate system {q4,pB}. 
The computations are straightforward. 

v. DISCUSSION 

(i) The results of this paper reveal a mechanism accord
ing to which any hyperheavenly metric tensor ds2 can be 
used to generate new hyperheavens. To this end the general
ized hyperheavenly equation has to be solved for the general
ized key function [Eqs. (3.2), (3.20), (3.36), and (3.39)]. 
These results generalize those of Refs. 14 and 15, which from 
the point of view of our formalism can be obtained by an 
assumption that an initially given metric tensor ds2 is flat 
(see Sec. IV). 

(ii) An assumption that the metric tensor ds2 represents 
a hyperheaven does not seem to be very essential. Indeed, 
some facts, for instance, Eqs. (2.13) and (2.15), do not re
quire it. Therefore of particular interest is a question con
cerning the weakest conditions on ds2 under which the whole 
procedure of an integration of the field equations for dS'2 
[Eqs. (3.3)] works again. A partial answer to that question 
is already known; ds2 can be conformally flat (for details see 
Refs. 20-22). 

APPENDIX A: EXPRESSIONS FOR uASCO AND VASCO 

(iii) In this paper one does not touch at all a problem of 
hyperheavens with a cosmological constant and an electro
magnetic field. They were discussed within a standard for
malism of Refs. 14 and 15 in Refs. 24 and 25, respectively 
(see also Refs. 20-22). One expects, therefore, the corre
sponding generalization to exist. 

(iv) A formalism of this paper is manifestly covariant: 
no coordinates are employed. A slightly different approach 
to a problem of a covariant formulation of a theory of hyper
heavens (with a cosmological constant and an electromag
netic field) has been proposed in Refs. 20-22. The author of 
those papers employs canonical coordinates {PA ,qB} and to 
arrive at a covariant expression for the hyperheavenly equa
tion, directional derivatives are translated into the corre
sponding covariant ones. A discussion is confined to a hyper
heavenly metric tensor dS'2 in a form of Eqs. ( 1.3), where ds2 

is conformally flat. 

ACKNOWLEDGMENT 

The work for this paper was partially supported by the 
U. S. National Science Foundation under Grant No. PHY-
8306104. 

Here we list expressions for UABCD [Eqs. (3.16)] and VA BCD [Eqs. (3.17)]: 

UABCD = kA kBu CD + k(A UB)CD' 

where 

UCD = 4(JN(JMOJNCOJMD - OJ(JC(JD - 18ZMNZM(COJD)N + (J NOJN(C VMOJD)M + 3ZM(c VMNOJD)N + 3V M(CZMNOJD)N 

- V(COJ(JD) + ~OJM N(J(C VNOJD)M - ~V(cOJMNVINIOJDJM + ~V M(C VMNOJD)N' 

UBCD = 6ZB(cOJD)N(JN - 12ZB NOJN(C(JD) + 2V B(COJD)N(JN + ~ZB(C VNOJD)N - 2(J(c VIBtOJD)N +!V B(C VNOJD)N' 

and 

VA: =kMVMA · 

Next, 

VABCD = ~V(cNHIABID)N + ~HAM(CINIHMIBID) N, 

where 

V(C NHIABID)N = kA kB{V(CMV D) NOJMN + 12Z(cNV D) MOJMN + 60JMN V(CNZD) M + kcc V D) N(OJML VLOJMN - 2OJ(JN) 

Iv M -L N M N M + 9kccZ Dl (OJ LV OJMN - 2OJ(JN) + 36Zcc ZD) OJMN - kCA cB)Cc{ 4(J V Dl OJMN 

N-M N M N M -L ifi:,M N M + V D) V OJMN + 4V D) (J OJMN + 4kD) (J OJ LV OJMN + 3ZD) V OJMN + 36ZD) (J OJMN } 

- 2CACCCDlB{(JNVMOJMN + 4(JN(JMOJMN} 

and 

HAM(CINIHMIB ID) N = 6kCCZD) MOJNM VROJRN + kA kBkCkD{OJL M (VROJRN)V LOJ
MN 

- 4(JROJNROJMLV LOJMN 

(AI) 

(A2) 

(A3) 

(A4) 

(A5) 

(A6) 

- 2OJ(JMVNOJMN - 8OJ(JM(JNOJMN - 12OJZMNZ MA) - kA kBkCC (V Dl MOJMN ) {VROJNR + 4(JROJNR }. 

(A7) 

1112 

In particular one obtains from Eqs. (A5)-(A7) that 

VCABCDl k Bk ck D = O. 
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APPENDIX B: THE STRUCTURE OF AN EXPRESSION 
FOR JAIBC~BCD 

An expression for I A I Be ~BCV (with e ABCV = 0) can be 
worked out from Eqs. (3.14), (2.12), and (A1)-(A7). 
After some slight changes due to the Ricci identities, it reads 

IAIBe~BCV =Ncv + Lcv' 

where 

Ncv = -WCVVM(}NWNM + (}NWN(CVMWVlM 

+ 3() M(} NWMCWNV + !wM N(}(C VNWVlM 

(Bl) 

- !V(C{2W(}Vl + WMNVINlwVlM} (B2) 

and 

Lcv = WCV { - tPMNkMkN + 6ZMNZ MN + 3(}NV MNIM 

_IMV MN(}N} + w N(c{9(}Vl I MZM N 

+ IMVIMIN(}Vl + 3(}Vl VMNIM} 

+ 3V(CWVlNIMZMN + (}NIMV M(CWVlN 

+ 11 " . nMN,., .. 
2MV(CV UJDlN' (B3) 

We remark that indices C and b are in positions correspond
ing to operators V c and V v. To see this fact it suffices to 
recall an expression for WAS [Eqs. (3.20)], Eqs. (2.21), 
(A4), and to confront them with Eqs. (B2) and (B3). 
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Two new exact analytical solutions to Einstein's field equations representing static fluid 
spheres with anisotropic pressures are presented. One solution has a maximum value of mass of 
about 0.42 times the radius of the fluid sphere, dictated by causality and the corresponding 
values for the surface red shift and the central red shift are 1.58 and 9.03, respectively. The 
other solution has a maximum mass of about 0.435 times the radius of the fluid sphere and the 
corresponding red shifts from the surface and from the center are 1.77 and 16.28, respectively. 
In the low mass limit both solutions reduce to the constant density Schwarzschild interior 
solution. 

I. INTRODUCTION 

In investigations concerning massive objects in general 
relativity the matter distribution is usually assumed to be 
locally isotropic. However, in the last few years theoretical 
studies on realistic stellar models indicate that some massive 
objects may be locally anisotropic. 1-5 In the literature there 
are a number of interesting solutions that have provided in
sight into the effects of anisotropy on star parameters. 6-8 

Nevertheless, many of these solutions have a limited applica
bility to astrophysical situations since they do not satisfy 
certain physical restrictions usually imposed upon density 
and pressure, viz., that the pressures should not exceed the 
energy density (dominant energy condition), and that the 
(adiabatic) derivatives of the pressure with respect to the 
density should be less than or equal to unity9 (macrocausa
lity condition). 

In this paper we propose two new analytical models for 
anisotropic, static fluid spheres. These models are exact so
lutions to the Einstein's field equations and have reasonable 
physical properties. The metric coefficients are sufficiently 
simple so that all quantities of interest (such as mass, radius, 
surface, and central red shifts) can be computed exactly. 
One of the assumptions made for obtaining the solutions is 
that the space-time be conformally flat. This assumption has 
been widely used in the literature,IO-20 and it is well known 
that the Schwarzschild interior solution is the unique con
formally flat, static perfect fluid space-time. Therefore in the 
low mass limit (~the fluid radius) the solutions obtained 
become identical (to first order in mass/radius) to the 
Schwarz schild interior solution. 

II. FIELD EQUATIONS 

The line element for a static, spherically symmetric dis
tribution of matter may be written as 

ds2 = eVer) dt 2 - £0(r) dr - r(d0 2 + sin20d¢i). (1) 

a) Postal address: Apartado 2816, Caracas IOIO-A, Venezuela. 

With this choice of coordinates the Einstein's field equations 
for an anisotropic fluid read 

81Tp= -e- ,1. (1/r-A'/r)+1!r, (2) 

81TPr = e - ,1.( 1!r + v'/r) - 1!r, (3) 

e-
,1.

( V'2 V'-A'_V'A') 
81TPl =-- v" +-+ 2 ' 

2 2 r 
(4) 

where the primes indicate differentiation with respect to r, p 
is the energy density, andpr andpl are the radial and tangen
tial "pressure," respectively. 

Now we assume that the space-time is conformally flat. 
As is known, the space-time is conform ally flat if all the 
components ofWeyl tensor vanish. 21 For the metric (1) our 
assumption leads to the equation 

e,1. 1 V'2 V'A ' v" (A ' - v') 
-;I- r -4+-4--2- 2r =0. (5) 

Equations (3)-(5) may be combined to obtain 

xZ,x+l-Z-x~=O, (6) 

(4Zx2)y,xx + (2x2Z.x )Y,x - (xZ.x - Z + l)y = 0, (7) 

where ~=41T(Pl -Pr)' x=r, Z=e--<, y2=ev
, and the 

subscript x following a comma denotes differentiation with 
respect to x. 

Equations (6) and (7) can be formally integrated to 
obtain the metric functions as follows: 

e-,1.=Z = 1 + Cr + 2r r ~(r) dr, 
Jo r 

eV=y2 = r[Aeul2 + Be - u12]Z, 

where u is a function of r defined as 

f 
e,1./2 

u(r) = 2 -r- dr, 

(8) 

(9) 

(10) 

and the constants of integration A, B, and C are specified by 
matching the metric functions (8) and (9) to the exterior 
Schwarzschild solution for a mass M, at radius r o. The result 
is 

A= --1+ 1-- , e- u
(r

o
)/2 [3M (2~l/2J 

2ro ro ro 
(11 ) 
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B=-- 1--+ 1-- , eU
(r

o
)12 [ 3M ( 2tf)112] 

2ro ro ro 
e-A(ro ) = (1 - 2M Iro)· 

III. SOLUTIONS TO THE FIELD EQUATIONS 

(12) 

(13) 

Examination ofEqs. (2 )-( 4) and (8 )-( 10) shows that 
we have three equations in four unknowns, namely, p, Pr' Pi' 
and u(r). The problem becomes determinate by choosing 
any of these unknowns as a function of r or by specifying an 
equation of state for the stresses. In particular, for the equa
tion of state Pr = Pi we recover the well-known Schwarzs
child interior solution. 

Solution 1: For the first solution we choose the energy 
density as follows: 

81Tp = (3 C 12) [ (3 + Cr) I (1 + Cr) 2 ], (14 ) 

where C is a constant to be determined from the boundary 
conditions. We notice at this point that the perfect fluid solu
tion corresponding to this distribution has been discussed in 
detail by Durgapal and Bannerji.22 

In the present case substituting (14) into Eq. (2) we 
find 

e-< = 2(1 + av)/(2 - av), (15) 

with 

a = (4M Iro)/(3 - 4M Iro), (16) 

where M and ro are, respectively, the mass and radius of the 
sphere, and v=' r I ~ . 

The function u(r) is given by 

-u 4+av+2/i(2+av-a2v2)1/2 e ~ = --'-------'-------'---'--~---.--.:.-
V 

[
Fl. (1 - 2aV)] Xexp '12 Slll-I 3 : (17) 

The metric function eV can be obtained by substituting this 
expression into Eq. (9) and using A and B from (11) and 
(12). The density and radial pressure are as follows: 

81TP~ = ~a[ (3 + av)/(1 + av)2], (18) 

81TPr~ = [G (4 - 5av - 2/i(2 + av - aV) 1/2 

+ av(4 - 5av + 2/i(2 + av - aV)1/2)] 

X [2v(1 + av)(av + G)] -I, (19) 

with 

G = (B IA)(4 + av + 2/i(2 + av - aV)1/2) 

xexp[ /i sin- I ((1 - 2av)/3)]. 

The tangential pressure is given by 

81TPi~ = 81TPr~ + 3a2vI( 1 + av)2. (20) 

At the center of the distribution Pr = Pu and the ratio of 
central pressure Pc to central density Pc is 

(21) 

Solution 2: For the second solution we choose the metric 
function e-< as follows: 
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(22) 

where C is a constant. Substituting (22) into the field equa
tions and using (9)-( 13) we find the second solution in the 
following form: 

y2=.ev 

[16P(1 - P)4V + 4(1 - 3P) (1 + P)( 1 - pv)4F 

16(3P + 1 )4(1 - P)4(1 - pV)4 

e-< = (1 + 3pv)2/(1 - PV)2, 

8n ,.;, = 24P + 16p
2
v + 24p

3
V
2 

P 0 (1 + 3pv) 3 ' 

81TPr~ 

(23) 

(24) 

(25) 

2p(3n + 2)(4 - 8pv - 12PV) - 16p(1-pv)4 

[2{3(3n + 2)v + (1-pv)4](1 + 3PV)2 
(26) 

(27) 

where the parameter p was defined as 

p = (1 - (1 - 2M Iro) 1/2)!( 1 + 3 (1 - 2M Iro) 1/2), 
(28) 

and M and ro are, respectively, the mass and radius of the 
sphere, v=.r/~, and n is the ratio of central pressure to 
density, 

n=.pJpc = H (1-P)4/(1- 3P)( P + 1) - 1]. (29) 

IV. PROPERTIES OF THE SOLUTIONS 

Solutions 1 and 2 are free of singularities and describe 
anisotropic spheres whose densities drop continuously from 
their maximum values at the center to values which are posi
tive at the boundary. From Eqs. (20) and (27) we see that 
for the two models P r = Plat the center, whereas Pi> P r for 
r>O. Examination of Eqs. (18)-(21) and (28) and (29) 
reveals that for the two solutions the central pressure be
come infinite when the mass reaches 4r0l9. It should be not
ed that this value is exactly the same as is found in the perfect 
fluid Schwarzschild interior case. 

It is easy to prove that in the low mass limit, M ~Jo, 

0.4 
N.5' 

~ 3 

2 

Pr 

P! P.L 
-::;::::;;;? 

Ol....<Z...L....---'_....l..----'_-'-_ 
1 

FIG. I. Equations ofstatep, = p,( p) andpl = Pl (p) for solution I. Dot
ted curves correspond to Pc = 3pc and M = 0.41770 , Heavy curves corre
spond to Pc = 0.6 Pc and M = 0.42570 • For masses greater than 0.42570 the 
fluid becomes noncausal. 
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a. 6 
N~ 

to: 
00 
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FIG. 2. Equations ofstatep, = p, (p) andp, = P, (p) for solution 2. Dot
ted curves correspond to Pc = 3pc and M = 0.427r()" Heavy curves corre
spond tOPe = 0.74pc and M = 0.435r". For masses greater than 0.435r" the 
fluid becomes noncausal. 

solutions 1 and 2 and the constant density' solution of 
Schwarzschild have (to first order in M Iro) the same com
mon limit, namely, the following: 

e-). = 1 - (2M Iro) v, (30) 

eV =1-(Mlro)(3-v), (31) 

where 

v=i2lro· 
In addition, solution 1 has the following properties. 
(i) The dominant energy condition (p > p" p > P 1 ) 

holds everywhere within the sphere when the mass is less 
than about 0.431 roo 

(ii) For MS0.425ro, dPr Idp < I, and dp1 ldp<1 
throughout the configuration. For M > 0.425 ro these deriva
tives exceed unity in parts of the fluid. 

For solution 2 we have found that the dominant energy 
condition and the macrocausality condition hold at all 
points within the sphere for MS 0.436ro and MS 0.435ro, 

respectively. For masses greater than 0.435ro the fluid be
comes noncausal. 

V. APPLICATIONS 

To illustrate the astrophysical applications of the solu
tions we have calculated the surface gravitational potential 
M I r 0' the red shift at the center Zc' and the surface red shift 
Zs under different central conditions. To obtain some nu
merical values for M and ro we have taken a particular sur
face density, viz., Ps = 2x 1014 g/cm3

• The results for the 
first and the second solution are given in Tables I and II, 
respectively. Figures 1 and 2 show the equations of state P r vs 
p and P 1 VS P corresponding to solutions I and 2 for different 
values of Pel Pc' 

TABLE I. Neutron star parameters as calculated from solution 1. 

Pclpc Mira Zc Z, ra(Km) M(M8 ) 

0.1 0.401 3.94 1.247 20.41 5.46 
0.333 0.417 6.41 1.454 20.58 5.72 
0.6 0.425 9.03 1.581 20.61 5.84 
1.000 0.431 12.95 1.691 20.66 5.94 

infinite 0.444 infinite 2.000 20.74 6.14 
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TABLE II. Neutron star parameters as calculated from solution 2. 

Pclpc Mira Zc Z, ra(Km) M(M8 ) 

0.1 0.417 5.87 1.45 19.18 5.33 
0.33 0.427 9.03 1.61 19.11 5.44 
0.74 0.435 16.28 1.77 19.05 5.52 
1.00 0.436 18.57 1.79 19.02 5.33 

infinite 0.444 infinite 2.00 18.92 5.60 

VI. CONCLUSIONS 

We have obtained two exact analytical solutions for 
static spheres with anisotropic pressures. We have seen that 
the first and second solutions are free of singularities and 
have reasonable equations of state for masses less than about 
0.42 and 0.435 times the radius of the fluid sphere (in geo
metric units), respectively. The solutions may be used in 
describing ultracompact objects. 23 An interesting feature of 
the solutions is the large value for both the central and the 
surface red shift. For example, from Table II we see that for a 
neutrino emitted from the center ofa star of M = 0.435ro the 
red shift at infinity is about 16.28. Tables I and II indicate 
that for a surface density of 2X 10 14 g/cm3 the maximum 
masses dictated by causality, are about of 5.84M0 and 
5.52M0 for the first and the second model, respectively. 
Consequently the maximum values for the masses and for 
the red shifts, in our models, are greater than that obtained 
from perfect fluid models computed under similar condi
tions. 22

-
3o However, it must be emphasized that for each 

fixed value of pjpc an increase (decrease) in the surface 
density Ps correspond to a decrease (increase) in M IM0 
and also in ro, so that "neutron star" models smaller (big
ger) in mass and size are obtainable from our solutions. The 
tables also show that the masses and radii of our models are 
relatively insensitive to the ratio Pclpc (i.e., to the limiting 
form of the equation of state at the center). It is interesting to 
note that a similar feature has the perfect fluid model of 
Misner and Zapolsky.26 
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A class of solutions describing a wide variety of nonstatic, spherically symmetric, charged, 
shear-free perfect fluid configurations is derived. It is presented in the form of Jacobian elliptic 
functions characterized by seven free parameters: five constants and two arbitrary functions of 
time. This class of solutions is the most general charged version of the class derived by 
Kustaanheimo and Qvist [Comment. Phys. Math. Helsingf. 13, 12 (1948); Exact Solutions of 
Einstein's Field Equations (Cambridge U. P., Cambridge, 1980), Chap. 12, Sec. 2]. It is found 
that many of the charged particular solutions expressible by elementary functions are new. 
Particular solutions, including neutral and uniform density solutions, are classified in detail. 
The physical interpretation of these solutions, including the study of their singularity structure, 
will be presented in a subsequent paper (Part II). 

I. INTRODUCTION 

A physically motivated approach in the process of find
ing exact solutions in general relativity would start with sup
plying a realistic equation of state and a given set of initial 
conditions; then solving the set of Einstein (or Einstein
Maxwell) equations would determine the dynamical evolu
tion of the configuration. Proceeding with this physical 
strategy, even assuming spherical symmetry and that matter 
can be described by a perfect fluid, one usually finds intracta
ble equations requiring numerical integration. Therefore in 
order to find analytical solutions which (one hopes) would 
be physically relevant, many authors tum out to a strategy of 
"mathematical simplicity" which inverts the priorities of the 
physically motivated strategy. 

Spherically symmetric shear-free perfect fluid solutions 
(which will be denoted hereafter as "SSSF solutions") are a 
typical example illustrating the strategy of mathematical 
simplicity. That is, instead of supplying an equation of state 
and then finding out how the fluid evolves, a given simple 
fluid motion (i.e., shear-free motion) is imposed on the fluid 
from the outset so that Einstein (or Einstein-Maxwell) 
equations simplify considerably to the point where they can 
be integrated analytically. Then, the state variables that 
make the fluid evolve in this simple manner are found 
through the same Einstein (or Einstein-Maxwell) equations 
and the Bianchi identities. Following this procedure, an 
equation of state need not be imposed, and the state variables 
are treated as some sort of "agents" ensuring that the fluid 
moves in the prescribed shear-free manner. However, be
cause of the lack of an equation of state, the Einstein (or 
Einstein-Maxwell) system of equations remains undeter
mined, so that the solutions obtained contain arbitrary pa
rameters that cannot be fixed with the information con
tained in the field equations. 

Ideally, the strategy of mathematical simplicity would 
be successful (from the point of view of physics) if the above 
mentioned free parameters could be fixed in such a way that 
the state variables ended up obeying a reasonable equation of 

state. This is the case in the Friedman-Robertson-Walker 
(FR W) solutions, though one can argue that these solutions 
can be derived following a physically motivated strategy plus 
imposing extra requirements on the symmetry of space-time. 
Unfortunately, for neutral SSSF solutions other than FRW, 
this ideal alternative seems to have been ruled out by Man
souri, I Glass,2 Mashhoon and Partovi,3.4 Collins and 
Wainwright,S Srivastava and Prasad,6 and Collins. 7

,8 These 
authors have verified conclusively that the Wyman solution9 

is the only SSSF solution (apart from the FR W solutions) 
compatible with a barotropic equation of state, which turns 
to be unphysical.4,7.8 A generalization of this result to 
charged SSSF solutions was carried on by Mashhoon and 
Partovi,3,4 quoted above, and Srivastava and Prasad. 10 As in 
the neutral case, the charged version of the Wyman solution 
also admits an unphysical barotropic equation of state. How
ever, Mashhoon and Partovi3 found another new charged 
SSSF solution (see Appendix D) compatible with an unphy
sical barotropic equation of state. Therefore, unless SSSF 
solutions could be found compatible with physically realistic 
nonbarotropic equations of state, the applicability of these 
solutions as models of physically realistic objects seems to be 
limited. These solutions, though, could still have a theoreti
cal interest as exact "test" solutions surveying the effects of 
pressure gradient and (if the fluid is charged) electric forces 
in certain extreme conditions, such as the late stages of a 
gravitational collapse, or near a space-time singularity, 
where the lack of a universal equation of state is not a serious 
handicap. 

Most papers on SSSF solutions can be grouped in three 
categories: (a) authors who discuss the mathematical deri
vation of the solutions and offer a (sometimes comprehen
sive) catalog of metrics, (b) authors who have found a given 
particular solution (or a reduced class of solutions) and ex
amine its physical and geometric properties (sometimes in 
detail), and (c), authors (the ones mentioned above) who 
have concentrated on the question of the compatibility of 
these solutions with a barotropic equation of state, and thus, 
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one could say, have (to a certain degree) demonstrated the 
limitations of the strategy of mathematical simplicity. 

This paper (Part I) and its continuation (Part II) try to 
close the gap between these almost mutually exclusive cate
gories mentioned above. In Part I, which fits the category 
(a), a large class of solutions is derived and classified. This 
class of solutions will be referred to thereafter in Parts I and 
II as the "charged Kustaanheimo-Qvist (ChKQ) class," as 
it is the most general charged version of the "NKQ" class of 
neutral solutions derived by Kustaanheimo and Qvisty,12 
Therefore Part I extends and complements the work of many 
authors in (a), who either have considered only neutral con
figurations or have derived classes of charged solutions con
tained in the ChKQ class. Part II examines in detail the 
general physical and geometric properties common to all or 
to a large number of ChKQ solutions. Since the solutions 
dealt with in most papers in category (b) are contained in 
the ChKQ class, these papers are thus linked and extended in 
Part II by discussing common important features (confor
mal structure, singularities, global view, etc.) which have 
been omitted or marginally studied by these authors. In par
ticular, it will prove very useful to compare the free param
eters of the ChKQ solutions with those of the FRW solu
tions. The work of authors in the category (c) can be 
appreciated then as a search for the specific choices of free 
parameters under which a barotropic equation of state is 
obeyed. Part II will extend and complement the work of 
some authors in this category, such as Collins and 
Wainwright,5 Collins/'s and Mashhoon and Partovi,4 who 
have examined some of the above mentioned aspects but 
only for the case of the Wyman solution. 

Going back to the strategy of mathematical simplicity, 
such a strategy allows one to obtain analytical solutions of 
the field equations because these equations simplify consid
erably by reducing the number of independent field vari
ables. This fact can be appreciated from the work of Barnes 13 

and Collins and White,14 who also discussed in detail geo
metric invariant aspects of shear-free perfect fluid configura
tions not necessarily restricted to be spherically symmetric. 
For spherically symmetric neutral configurations using co
moving spatial coordinates, the three originally independent 
metric coefficients are reduced to one independent quanti
ty,2,12 while for charged configurations one ends up with 
only two independent quantities: a metric coefficient and an 
electric potential term. 3,15,16 In either case, analytical expres
sions for the independent quantities can be obtained by inte
grating a single nonlinear second-order partial differential 
equation known in the literature as the equation of "pressure 
isotropy,,,12 This equation, obtained by combining two of 
the Einstein (or Einstein-Maxwell) equations, has one of 
two variable coefficients for neutral or charged configura
tions, respectively, 

For neutral fluids, there are different procedures to find 
solutions of the equation of pressure isotropy. A pioneering 
work was that of Kustaanheimo and Qvise 1,12 who intro
duced a suitable ansatz fixing the form of the variable coeffi
cient, and then found the most general solution (the NKQ 
class) under this restriction, More recent papers by Wy
man,17,IS McVittie,19 Stephani,20 and Srivastava21 have 
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further systematized the methods of integration of the equa
tion of pressure isotropy, investigating which conditions the 
variable coefficient must satisfy in order to lead to analytical 
solutions. While Wyman, McVittie, and Srivastava worked 
within the framework of the theory of differential equations, 
Stephani applied to the equation of pressure isotropy a more 
elegant method of obtaining first integrals developed by Lie. 
These authors have obtained solutions not contained in the 
NKQ class, and from their work it can be appreciated how 
the ansatz proposed by Kustaanheimo and Qvist follows as a 
sufficient condition transforming the equation of pressure 
isotropy into an equation whose solutions are expressible in 
terms of elliptic functions. 

For charged fluids, the equation of pressure isotropy 
involves two arbitrary variable coefficients,3,15 and it should 
be possible to generalize the algorithms used for solving this 
equation in the neutral case. In a recent paper, an algorithm 
proposed by Wyman17 was extended to the charged case by 
Chatterjee,22 obtaining a class of solutions expressible in 
terms of elliptic functions. However, as will be shown in Sec. 
V, Chatterjee's expressions are not the most general solu
tions of the equation of pressure isotropy that one can obtain 
following this procedure. Such a general class of solutions is 
the ChKQ class which will be obtained here. However, ex
cept for the solutions discussed in Appendix D, charged so
lutions outside the ChKQ class are still unknown. 

The contents of this paper can be summarized as fol
lows: Sec. II shows how the assumption of shear-free motion 
simplifies the metric associated with spherically symmetric 
perfect fluid configurations. In Sec. III, the equation of pres
sure isotropy is integrated leading to a generalization of the 
ansatz proposed by Kustaanheimo and Qvist for solving this 
equation in the neutral case (see Kramer et al. 12). Section IV 
presents the ChKQ solutions obtained in Sec. III expressed 
in the form of Jacobian elliptic functions. Table I classifies 
these solutions in terms of the parameters appearing in these 
functions. Section V presents and classifies particular cases 
of the ChKQ class. These cases include the class of neutral 
solutions NKQ that are classified in Table II, the Wyman 
solution and its electric version mentioned earlier, Chatter
jee's solutions,22 uniform density solutions and solutions in 
which one of the arbitrary functions of time (time dependent 
free parameters) appearing in the integration ofEq. (18) is 
set to a constant. Charged solutions expressible in terms of 
elementary functions are presented in Sec. VI and classified 
in Tables III and VIII. With the exception of the charged 
solution presented in Appendix D, all charged SSSF solu
tions previously examined in the literature can be identified 
as particular cases of the ChKQ class. This fact is shown in 
Table IV, so that one can identify those charged solutions 
which (as far as I am aware) have never been mentioned or 
studied before. Section VII presents the subclass of confor
mally flat uniform density solutions. Neutral solutions and 
uniform density solutions (including the conformally flat 
cases) expressible in terms of elementary functions are simi
larly classified and identified in Tables V-VII. 

Appendix A presents the set of Einstein-Maxwell field 
equations, the nonzero components of the Weyl tensor, and 
the conformal scalar invariant \11 (2) calculated for the metric 
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tensor given by Eq. (11) in Sec. II. Appendix B shows how 
each solution classified in the tables subdivides into a triplet 
of solutions, i.e., one solution for each of the three possible 
values of k in Eqs. (14) and (17). This aspect of the solu
tions is a sort of generalization of that found in the FR W 
solutions, in which these values of k distinguish between 
three different solutions whose surfaces of constant cosmic 
time have positive, negative, and zero curvature. Appendix 
C presents the transformation relating the radial coordinate 
used in this paper with that used by authors working with 
"isotropic coordinates." Appendix D discusses some simple 
solutions not belonging to the ChKQ class. 

II. SPHERICALLY SYMMETRIC SHEAR·FREE 
CONFIGURATIONS 

Spherically symmetric, nonstatic perfect fluid configu
rations (whether neutral or electrically charged) can be de
scribed by the following metric tensor given in spatially co
moving coordinates 12

: 

ds2 = ga/3 dxa dx/3 

= -G 2(t,r)dt 2+H 2(t,r)dr+R 2(t,r)dD?, (1) 

where 

dDh=de 2 + sin2e dqi 

and 

(2) 

Geometric units have been chosen in ( 1 ) and (2), so that the 
speed oflight and Newton's gravitational constant are set to 
unity. The four-velocity associated with the fluid is ua

, while 
oa /3 is the Kronecker delta tensor. Greek indices run from 
zero to three (coordinates t,r,e,t/J) , while Latin indices run 
from one to three (coordinates r,e,t/J). As usual, semicolons 
and commas indicate covariant and partial derivatives, re
spectively. 

The kinematical parameters associated with this type of 
fluid in this particular coordinate representation are the fol
lowing2

: 

expansion, 

0=ua;a = (l/G) [H /H + 2R /R ], (3) 

acceleration, 
aa =ua;/3u/3 = oarG'/G, (4) 

shear, 
ua/3=u(a;/3) -a(a uf3) - (e/3) (ga/3 -uau/3)' (5a) 

u'r = uee = - !a4¢ = (G /3) [R /R - iI /H], (5b) 

where a "dot" and a "prime" refer to partial derivatives with 
respect to t and r, respectively, and the bracket in the first 
and second terms of the left-hand side of (5a) denotes sym
metrization of the indices a and /3. 

From Eq. (5b), if the motion of the fluid is to be shear
free, then the metric coefficients Hand R are related by 

R /R = iI /H => R(t,r) =f(r)H(t,r), (6) 

wheref (r) is an arbitrary function. As one has the freedom 
of performing arbitrary coordinate transformations of the 
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form r* = r* (r), one can in particular "absorb" f (r) into a 
new radial coordinate defined as r* = f (r) (Refs. 12 and 
19). However,f (r) will be left unspecified for the time being 
and will be fixed in Sec. III by a specific coordinate choice. 

If the fluid is charged, it is always possible to introduce a 
gauge 15

•
16 in which the electromagnetic vector potential has 

theformAa = oa tV(t,r). If q(t,r) is the electric charge den
sity and the fluid is nonconducting, the set of Maxwell equa
tions F a/3;/3 = 41TqUa in the comoving representation given 
by (1) and (2) reduce to 

(RV'/GH) . = 0 => V' = (GH /R)E(r), 

E' = 41TqHR 2. 

(7a) 

(7b) 

A neutral fluid in the presence of a source-free electric field 
corresponds to the particular case of Eqs. (7) with 
E = const. The only nonzero components of the stress-ener
gy tensor are 

Ttt = -p-E2/81TR 4
, 

T r
r =p-E 2/81TR 4

, 

Tee = T"'¢ = P + E 2/81TR 4, 

(8a) 

(8b) 

(8c) 

wherep(t,r) andp (t,r), respectively, denote the matter den
sity and pressure associated with the fluid. Using the shear
free condition (6), the Einstein-Maxwell equation G tr = 0 
for ( 1) and (8) can be integrated obtaining12 

G(t,r) =g(t)iI /H, (9) 

where g(t) is an arbitrary function. Although one also has 
the freedom to relabel the time coordinate arbitrarily as 
t * = t * (t), before computing aH / at explicitly one cannot 
"absorb" g(t) into a new time coordinate t * defined as, say, 
t * = Sg(t)dt. This is so, because this function would reap
pear in the transformed metric coefficient gt. t. due to the 
factoraH(t,r)/at = g(t *)aH(t *,r)/Jt *. Instead, inserting 
(6) and (3) and comparing with (9), one can identify g(t) 
as 

g(t) = 3/0 => 0 = 0(t). (10) 

It will be shown in Part II that 0 cannot be determined from 
the information contained in the field equations, but by phy
sically motivated boundary conditions on the fluid. Differ
ent prescriptions of time coordinate will give different rela
tions between 0 and the time derivative of H. For the rest of 
Part I, the choice of time coordinate will be kept unspecified 
and 0 will be thought as of an arbitrary function of time 
appearing in the metric coefficient G. 

The metric (1), now specialized for shear-free configu
rations, is given by 

ds2 = - (iI /H)/(0/3»)2dt 2 +H2[dr +f2(r)dfl2]. 
(11) 

This simplification of the metric (1), which follows merely 
by imposing shear-free motion, is the backbone of the strate
gy of mathematical simplicity mentioned in the Introduc
tion. The set of Einstein-Maxwell field equations for (11) 
and (8) is presented in Appendix A, these equations are 
considerably simpler than the equivalent field equations for 
the more general metric (1). In the next section, following 
this strategy, analytical expressions will be obtained for the 
field variables Hand E. 
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III. INTEGRATION OF THE EQUATION OF PRESSURE 
ISOTROPY 

Analytical expressions for Hand E can be obtained by 
solving a nonlinear partial differential equation known in the 
literaturel2 as the "equation of pressure isotropy." This 
equation, a consequence more than a definition of pressure 
isotropy, is obtained by eliminatingp as the Einstein-Max
well equations are combined in the form 

GOo - Grr = 81T(T o
o - T'r) = 2E 2j(fH)4. (12) 

From the form of Einstein-Maxwell equations given in Ap
pendix A, Eq. (12) explicitly reads 

_1_ [I'H' _ 2H'2 (jl)_1(4if/H/ -if") 
H2 jH H2 + H 

-f-2Ur -1'2+ 1)] =~. (13) 
(jH)4 

Looking at Eq. (13) suggests fixing the radial comoving co
ordinate r by choosingf (r) to satisfyl9,23,24 

f I' - 1'2 + 1 = 0 ::::} 1'2 = [1 - kF]' 

that is 

{

r (k=O), 

fer) = sin r (k = 1), 
sinh r (k = - 1), 

(14a) 

(14b) 

(14c) 

so that surfaces of constant t will be manifestly conformal to 
surfaces of constant curvature. Most authors, though, prefer 
the so-called "isotropic coordinates" in which these surfaces 
are conformally flat. The transformation relating isotropic 
coordinates with those given by (22) is shown in Appendix 
C. 

Using the coordinate choice (14), and multiplying both 
members of ( 13) by H 2aH j at, that equation is easily inte
grated once with respect to t yielding 

(
H')' H'f' (H/)2 3j(r) 2E2 - ---- - +-----=0 (15) 
H Hf H H f 4H 2 ' 

wherej(r) is an arbitrary function of integration, which, as 
shown by Eqs. (A4) and (A5) (seeAppendixA),isrelated 
to the conformal scalar invariant \{I (2) (Refs. 2 and 16). In 
order to simplify this equation, it is convenient to introduce 
the following quantities23,24: 

Y= l/H, 

y(r) = L f (r)dr, 

so that/, now as a function of y, is given by 

F(y) = y(2 - ky) 

and Eq. (15) transforms into 

a 2y + 3j(y) y2 _ 2E2(y) y3 = 0, 
ay2 f2 f6 

where 

ay = -.!.. yr. 
ay f 

(16a) 

(16b) 

(17) 

(18) 

Equation (18) is a second-order partial differential 
equation iny, therefore its integration determines complete
ly how Hand E depend on r. The time dependence of these 
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variables will be contained in (at most) two arbitrary func
tions appearing as "constants" of integration. The state vari
ables p, q, and p can be expressed in terms of Hand E from 
(7b) and the field equations (A 1) and (A2) or (A 7) (see 
Appendix A). However, for each expression H(t,y) and 
E(y) obtained by solving Eq. (18) one has three different 
solutions, each one corresponding to one of the values of kin 
(14), (16), and (17). This is demonstrated rigorously in 
Appendix B, and is an analogous situation as in the FRW 
solutions. In the latter, k distinguishes between solutions 
where surfaces t = const have constant positive, negative, 
and zero curvature. For more general shear-free solutions, 
where these surfaces do not have constant curvature, the 
nature of the difference between solutions with different k is 
more complicated and will be discussed in detail in part II. 

The most general spherically symmetric shear-free per
fect fluid solution would be the most general solution ofEq. 
( 18), that is the solution with arbitrary variable coefficients 

j (y) and E (y) and two arbitrary functions of time. Since this 
general solution is intractable, one usually fixes a specific 
functional dependence of the coefficientsj and E ony so that 
Eq. (18) transforms into a differential equation whose first 
integral is known. The solutions obtained in this form will 
then be the most general solutions under these restrictions. 

The procedure to be followed in this section consists of 
finding sufficient conditions thatj(y) and E(y) must satisfy 
so that Eq. (18) becomes a differential equation whose solu
tions can be given as elliptic functions, that is a differential 
equation whose first integral has the form 

(19) 

where the coefficients hi are arbitrary constants. This proce
dure is a particular case of a general method which consists 
of introducing two transformations: y ..... y( W,h) and 
y ..... y(lU), involving arbitrary functions h (y) and lUcy) to be 
determined by demanding that Eq. (18) has a first integral 
expressible in closed analytical form as a quadrature. This 
method of obtaining first integrals was developed by Lie and 
has been systematically applied to the neutral case (E = 0) 
of Eq. (18) by Stephani,20 where it is shown that the first 
integral of (18) with E = 0 will have the form (19) if 

W(t,y) = hey) Y(t,y) , (20a) 

a dlU a 
-=--, 
ay dy alU 

(20b) 

provided that hey) and lUcy) have the forms specified by 
Kustaanheimo and Qvise 1.12 and Wyman. 17 Besides more 
general transformations, Stephani considers transforma
tions like those given by (20) but with forms of hey) and 
lU (y) leading to first integrals of ( 18) (with E = 0) different 
from (and much more complicated than) (19). In this pa
per, only the transformation of the type (20) leading to a 
first integral like (19) will be applied to the charged case 
(E #0) ofEq. (18). 

If Wand Yare related by (20a) and lU (y) is defined by 
(20b), then Eq. (18) has a first integral of the form (19) 
given specifically by 
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(~:r = Q(w) 

with 

Q( W) :=€2W4 - 2/1W 3 + .:1W2 + L(t), 

where 

€ and /1 are arbitrary constants, 
L (t) is an arbitrary function of integration, 
.:1 = b 2 - 4ac, 

provided thatj(y) , E(y), and w(y) satisfy 

3j(y)lj2:= 3/1 [h (y) ]5, 

2E2(y)lj6:=2€2[h(y) ]6, 

dw 

dy /;2' 
where 

hey) = [ay2 + 2by + C]-I12, 

(2Ia) 

(2Ib) 

(2Ic) 

(22a) 

(22b) 

(22c) 

a, b, and c arbitrary constants. (23) 

The form ofEqs. (22a), (22c), and (23) coincide with anal
ogous expressions obtained by Kustaanheimo and Qvist l 

1.12 

(the ansatz that they proposed, as mentioned in the Intro
duction) and Wyman l7 dealing with the neutral case 
(E = 0). Chatterjee22 obtained also these expressions plus 
(22b) for the charged case, but his expression analogous to 
Q( W) is less general than the one given by (2Ia). Chatter
jee's solutions will be discussed in Sec. V. 

A second integration transforms (2Ia) into an elliptic 
integral of the first kind: 

,z dW 
5"F['I',1]] = Jz, [Q(W)]1/2 = T(t) +X(y), (24a) 

where 

X(y):= J h 2(y)dy (24b) 

and T(t) is a second arbitrary function of integration. For 
the different possible combinations of constant parameters 
a, b, c characterizing h(y) in (23), the integral of (24b) can 
take anyone of the following five forms: 

.:1 > 0, a#O, X - I In I ay + b - v.:1 I 
(I) - 2V.:1 ay+b+V.:1' 

(25a) 

.:1 > 0, a=O, X(2) = (1!2b) Inl2by + cl, (25b) 

.:1 < 0, X(3) = (l!v -.:1)tan- l (ay+b)IV -.:1, (25c) 

.:1 = 0, b 2 = ac, X(4) = - l!va(vay + b), (25d) 

.:1 = 0, b=a =0, X(5) =ylc. (2Se) 

The specific values of the integration limits Z, Zi in 
(24a) depend on the form ofQ( W) (see the next section and 
Fig. I). The spatial dependence of the solutions is governed 
by the functions hey) and X(y) as given by Eqs. (23) and 
(25), different types of particular solutions will arise from 
different forms of these functions. 

The argument '1'( W,1]) = am-I [( T + X)/5",1]]' mod
ulus 1], and a proportionality factor 5", are defined by the 
following relation: 

1122 J. Math. Phys., Vol. 28, No.5, May 1987 

Type Graph of a-I Range I ~lml ts of lntegratlon 0' In (24a). Zt. (tlx.d) 
W and Z (varlabla) 

(ll ki"- W > A Z > A Zl --
:A W 

I 
I 

( III 

~i Z > 0 Z 0( Zl .( B 

'e W 
o 0( W 0( 8 or 

if Zl = 0 Z < e 

( llll 

kiVi Zl > C Zl -< Z 0( B , , 
C 0( W 0( B or :c :e W 

Z > C Z .( Zl .( B , '( , , 
(lv) 

P=~ 
Z > 0 Zl = -

W > 0 or 

Zl = 0 Z > 0 

FIG. I. The integral (24a) must be evaluated for those values W> 0 for 
which Q( W) > O. Thus for different forms of Q, one has four types denoting 
four different possibilities for range of Wand limits of integration in (24a). 
These types are illustrated in this figure for solutions given by Eqs. (27) and 
(29). As the range of W is usually contained between consecutive roots of 
the quartic Q, this classification also characterizes charged solutions ex
pressible by elementary functions where Q is a quartic with repeated roots, 
and neutral solutions where Q is a cubic. The range of Wand the limits of 
integration of (24a) will be discussed in Part II in connection with the phys
ical and geometric properties of the solutions. 

dW 
(26) 

[Q( W)] 1/2 

so that the specific form of these quantities depends on the 
roots of the quartic Q( W). Information about parameters 
associated to elliptic integrals and functions can be found in 
any standard text on the subject.25 Notice that, in general, 
the modulus and the proportionality factor will depend on t 
through the function L (t). 

Equation (24a) is the general form representing the 
ChKQ class mentioned in the Introduction, and is the most 
general solution under the restrictions (22) and (23). It is 
characterized by seven free parameters: five constants €, /1, a, 
b, c; and two arbitrary functions of time L(t), T(t). The 
electric field term E(y) is given by Eq. (22b), so that the 
electric charge density q can be calculated from (7b). Par
ticular cases will be obtained in Secs. V-VII by imposing 
restrictions on the free parameters. 

IV. THE "CHARGED KUSTAANHEIMO-QVIST" CLASS 
OF SOLUTIONS 

In order to classify the ChKQ class of solutions derived 
in the previous section, it is convenient to examine qualita
tively the nature of the roots of a quartic like Q( W). Since 
the coefficient €2 is always non-negative, Q( W) has at least a 
minimum and Q ---+ 00 as W ---+ ± 00, and also Q( W) has an 
extremum at W = 0. The other parameters, /1 and .:1, can be 
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positive, zero, or negative, so that applying Descartes' rule of 
signs, Q( W) will have at most three positive real roots 
(p > 0, .:l < 0, L < 0) or at most three negative real roots 
(p < 0, .:l > 0, L > 0). In general, a quartic like Q( W) can be 
written as one of the following three forms, according to the 
number of real roots: 

Q(4) = EZ[aIW - /3IA 1 [azW - /3zB 1 

X [a3W - /33C 1 [a4W - /34D ], 

a j = ± 1, /3j = ± I, i = 1,2,3,4, 

D<C<B<A, a l apP4=1, (27a) 

Q(2) = EZ[aIW -/3IA 1 [azW -/32B 1 [(W - C)z + Dll 

a j = ± 1, /3j = ± 1, i = 1,2, 

B <A, alaz = 1, (27b) 

Q(O) =~[(W-A)z+BZ1[(W-C)z+Dzl. (27c) 

However, by definition W = h /H =/h /R, andHandR are 
non-negative, therefore once the positive (negative) sign is 
chosen in (23) one can disregard negative (positive) roots of 
Q( W). Another restriction on the range of Warises when 
Q( W) < 0, which happens, for example, if Q( W) has a mini
mum between two consecutive real rootsA j andA j+ I' Thus 
the range of W will correspond to those values for which 
Q( W) ;;;.0, which together with W;;;'O, sets for each case in 
(27) the limits of integration in (24a). Figure 1 shows the 
four different types of range of Wand integration limits of 
(24a) which can arise for a quartic Q given by Eqs. (27). As 
will be shown in Part II, the range of W, the roots of Q( W), 
and the limits of integration of (24a) bear a strong relation 
to regularity conditions and existence of singularities in 
these solutions. 

Depending on which form one can write Q( W), Eq. 
(24a) can be inverted so that H is cast in terms of Jacobian 
elliptic functionsz5 as 

Q(4): sin 'I' = sn[ (T + X)/s,7]], 

H=h 1-a
Z

sn
Z
[(T+X)/s,7]1, (28a) 

Aj -ApZsn2[(T+X)/s,7]1 

Q(2): cos 'I' = cn[ (T + X)/s,7]], 

YI - Yz + (YI + Yz) cn[ (T + X)/s,7] 1 
H-h , 

- CYI-Dyz+ (CYI +Drz)cn[(T+X)/s,7]l 
(28b) 

Q(O): tan 'I' = tn[ (T + X)/s,7]], 

H=h 1 +8 1 tn[(T+X)/s,7]l , 
(C z - D z81){1 + 8z tn[ (T + X)/s,7]]) 

(28c) 
where the specific form of the parameters a, YI' Yz, 8 1, 8z 
which depend on the roots of Q, is given in Table I. 

An alternative form to Eqs. (28), which will be used in 
Part II, can be obtained by choosing 

T(t)= -Xo +F['I'o,7]], (29) 

where '1'0= 'I' (t,ro), ro;;;'O being a fixed arbitrary value of the 
radial comoving coordinate. With this choice of T, H in Eqs. 
(28) becomes a function of Ho, L, and r. Inserting (29) into 
(28), these expressions become 
Q(4): H = h(TI I - aZTIz)/(AjTI I - a ZAj TI 2 ), 
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TIl = [1-7]zsinz'l'osnx12, 

TIz = [cos '1'00 - 7]z sin 'l'O)I/Z snx 

+ sin '1'0 cnx dn xf, 

a Z sinz'l'o = (ho - AjHo)/(ho - AjHo), (30a) 

Q(2): H = h (YI - Yz)TI I + (YI + Yz)TIz , 
(CYI - Dyz) TIl + (CYI + DYz)TIz 

TIl = 1 - 7]z( 1 - 7]z cosz'I'o), 

TIz = cos '1'0 cn X 

- sin '1'0(1 - 7]2(1 + cosz '1'0) )I/Z sn X dn X, 

.T, (YI - Yz)ho - (CYI - DYz)Ho (30b) cos ~o , 
(YI + Yz)ho - (CYI + Drz)Ho 

Q 'H=h TI I +8ITIz 
(0)' (B-D81)[TI I +8zTIzl 

TIl = 1 - 0 - 7]z sinz'I'o) I/Z tan '1'0 tn X dn X, 

TIz = 0 - 7]z sinz'I'o) I/ztn X + tan '1'0 dn X, 

.T, (B - D81 )8zH o - 81ho tan ~o = , 
ho - (B - D81 )Ho 

(30c) 

where the argument of the Jacobian elliptic functions sn X, 
cnX, and tnX is given by X= (X - Xo)/s. As for Eqs. (28), 
the quantities 7], S, and the parameters a Z, Yo and 8j are 
defined in Table I. The forms of the solutions given by (28) 
and (30) are entirely equivalent, though one form could be 
more suited than the other for understanding a given aspect 
of the solutions. In Part II, both forms will be used inter
changeably as needed. Table I provides a classification of the 
general forms characterizing the ChKQ class of solutions. 

v. PARTICULAR SOLUTIONS 

A. The NKQ class of neutral solutions 

If E = 0, from Eqs. (7b) and (22b): q = E = 0, and the 
solutions describe electrically neutral fluids. Under this re
striction,Eqs. (24) reducetoEq. (14.35),p.168,ofKramer 
et al., 12 and one has the NKQ class of solutions discovered by 
Kustaanheimo and Qvist in 1948. Expressions for H, analo
gous to (28) and (30), can be obtained for different forms of 
Q, which is now a cubic in W. If E = 0 but P i= 0 (the case 
p = 0 will be considered separately, see Sec. VII), Q can 
have the following forms depending on the number of real 
roots: 

Q(3) = 21pl [a l W - /3 IA ][azW - /3zB ][a3W - /33C ], 
(31a) 

Q (1) = 21pI [a I W - /3 IA ][ ( W - /3) z + c2
], ( 31 b ) 

from which one obtains the following expression analogous 
to (28): 

Q . H =h YI +Y2 cnZ [(T+X)/s,7]1 , 
(3)' a

l
-az snZ[(T+X)/s,7]l 

where YI'YZ = 0,1, (32a) 

. H = h 1 + it- cn [ ( T + X) / s,7] 1 , 
Q(1). (A -*8) + (it-A +8)cn[(T+X)/s,7]1 

it-= ± 1. (32b) 
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TABLE I. This table provides the values of all unspecified parameters appearing in Eqs. (27), (28), and (30). These parameters are all given in terms of the roots ofthe quartic Q, and can be computed right away if 
these roots are known. As the spatial dependence of the solutions is given in terms ofy defined by Eq. ( 16b), one has three different solutions corresponding to each value of kin Egs. ( 14) and ( 17) (see Appendix B). 
The classification of types (i)-(iv) for the range of Wis illustrated in Fig. I. 

Q( ) 

Q(.) 

Q(2) 

Q,O) 

1]' 

(B- C)(A -D) 
(A - C)(B-D) 

(y, + Y2)2 - (A - B)' 

4Y'Y2 

4<7,<72 

(<7, + (72)2 ' 

IT, = (A - C)2 + (B + D)', 

c:r' = (A - C)2 + (B - D)2 . 

52 

4 
(A - C)(B-D) 

Y'Y2 

4 
(<7, + <7,)2 

'l'(Z,1]) 

. _,( (B-C)(Z-A»)'12 sm 
(A -C)(Z-B) 

. _,(A-C)(B-Z»)'12 sm 
(B- C)(A -Z) 

cos-'( (Y2 - y,)Z + y,B- YzA) 
(Y2+y,)Z-y,B-yzA 

tan- I ( Z-A+O,B) 
B+o,A -02Z 

Range of W 

type (i) 

W>A 

type (ii) 

O<W<B 

type (iii) 

C<W<B 

type (i) 

W>A 
type (ii) 

O<W<B 
type (iv) 

W>O 

type (iv) 

W>O 

FormofQin (27) 

a, = a2 = a 3 = a 4 = I, 
/3, = I, A>O. 

a,=a,=/3,=/32= -I, 
a 3 = a4 =/33 =/34 = I, 
D<C<O. 

As in type (ii) with A >B> C>O, 

D<O. 

a I = a 2 = /3, = I , 

A>O. 
a,=a2 =/3,=/32= -I, 
O<B<A. 
As in type (i) with 

B<A<O. 

Parameters in 
(28) and (30) 

a2= A -D > I 
B-D ' 

A; =A, AJ =B. 

2 B- C 2 
a =-- <Tf 

A-C 

A;=B, Aj=A. 

~ = (/32B - C)2 + D 2 • 

r, = (/3,A - C)2+D2. 

0
' _ 4B2 - (<7, -(72 )2 , -

(<7, + (72)2 - 4B 2 ' 

8~ = (B + o,A) . 
(A-o,B) 



                                                                                                                                    

The argument of the elliptic functions, (T + X) / S, has been 
defined in the same manner as for the ChKQ solutions. The 
parameters a l' a 2, Y l' Y2' *, {) and the modulus and argument 
'TJ and 'I' are given in Table II for Q(3)' Q(l)' and for different 
ranges of W. These solutions can be cast in the form (30) by 
inserting (29) inEqs. (32). SolutionsbelongingtotheNKQ 
class, expressible in terms of elementary functions, are dis
cussed and classified in Sec. VI. It is worth mentioning that 
some charged solutions in the class ChKQ do not reduce to 
any neutral solution in NKQ as E --+ O. 

B. Chatterjee's solutions 

The expressions presented in (24), (28), and (30) give 
the most general form for H under the restrictions (22). As 
it was mentioned in the Introduction, Chatterjee22 followed 
the same method of integration of Eq. (18) and obtained a 
similar class of charged solutions. However, these solutions 
are contained in the ChKQ class presented in Sec. IV. Chat
terjee's solution can be obtained from (21) and (24a) by 
setting 

E2 = 1, a = f..l2/E2, W = W + f..l/2E2, 

so that Eq. (21a) transforms into 

- ( a2
) 

(
JW\2 = W4 _ ~ W2 + L + _ , 
J;) 2 16 

(33) 

(34) 

which coincides with Chatterjee's Eq. (9) if one identifies 
"A " (in Chatterjee's notation) withL + a2/16. Chatterjee's 
solutions can be cast in the form (28) and (30) just by spe
cializing the parameters E, f..l, a as in (33), these solutions 
correspond to Q(4) type (iii) and Q(O) type (iv) of Table I 
for L < 0 and L > 0, respectively. For each case, the roots of 
the quartic Q, as it appears in Eqs. (27), are given by 

Q(4): A = a1/2/2 + [a/4 + IL 11/2] 1/2 = a l/2 - D, 

B=a I/2/2+ [a/4-ILII/2]1/2=a I/2 _c, (35a) 

Q(O): vl2A = a 1/2/2 + ([a2/16+L]1/2+a/4)1/2 

= a l/2 
- vl2D, 

vl2B = at 12/2 + ([a 2/16 + L ] 1/2 _ a/4) 1/2 

=a1l2 -vl2c. (35b) 

Particular solutions of (34) expressible in terms of elemen
tary functions were obtained by Chatterjee, see Tables III 
and IV. 

C. MacVittie-type solutions 

If L = 0 one has a large subclass of charged (E =1= 0) and 
neutral (E = 0, f..l=l=O) solutions which contain the famous 
pioneering solution obtained by MacVittie31 in 1933. (See 
Tables V and VI.) This subclass will be called "Mc Vittie
type solutions." 

Neutral McVittie-type solutions must not be confused 
with the "McVittie metrics" examined by McVittie in a re
cent paper. 19 The latter are also a class of neutral shear-free 
solutions with T(t) as the only arbitrary function of time, 
however, these solutions form a larger class than the 
"McVittie-type" solution presented here, as they include 
cases with L =1=0 (Wyman-type solutions discussed below) 
and solutions not belonging to the class NKQ, that is, solu
tions withj(y) different from (22a) (see Appendix D). 

Particular cases of charged and neutral MacVittie-type 
solutions, usually describing bounded fluid spheres, have 
been examined by authors in the category (b). (See the In
troduction.) In particular, Chatterjee and Chakravorty30 
derived, classified, and identified all charged McVittie-type 
solutions, see Table IV. Since Q has always multiple roots if 
L = 0, all Mc Vittie-type solutions are expressible in terms of 
elementary functions. They will be classified in Sec. VI. 

TABLE II. This table is the neutral analog of Table I, corresponding to solutions given by Egs. (31) and (32). See Sec. V. 

Q( ) 52 TJ2 1(1 (Z,TJ) Range of W Parameters in (31) Parameters in (32) 

Q(3) type (i) a, /3i 1, r, 0, 

· - (Z-Ar' W>A>O with: i = 1,2,3 r2 = 1, B-C sm ,--
type (iv) 11 <0. a,=A, Z-B 

A-C 
W>A A<O a 2=B. 

type (iii) a 3 =/33 = 1 , r, = 0, 

4 · _ (Z - C)'12 C<W<B all other ai,/3i = - 1 , r, = 1, -- sm '--
11 <0, A>B>C>O. a,=C, A-C B-C 

a2= C-B. 

· - (A _Zf2 type (ii) a 3 =/33 = -1, 
sm '--

B<W<A all other a l ,/3i' = 1, r,= 1, a,=A, A-B 
A-B 

11>0 C<O. r2 =0, a2=A -B --
A-C · - (C-Zf2 type (ii) a i =/3i = -1, r, =0, a,=C, 

sm '--
O<W<C i= 1,2,3, 11>0. r2 = 1, a 2 =B. B-Z 

Q(I) type (i) a, /3, 1, * 
8+B-A cos-,(Z-A-8) W>A 11<0, A>O. 

1/8 
20' Z-A+8 type (iv) As type (i) above 

W>O with A <0. 
8-B+A cos-,(8-A+ID 

type (ii) a,=/3,= -1 *=1 82=(B_A)2+C 2 

20' 8+A-Z O<W<A 11 >0, A>O. 
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TABLE III. The simplified form of H has been obtained by substituting in Eqs. (4S) the explicit values of the parameters given in Table VIII. The classifica
tion scheme is explained in the text (see Sec. VI). Notice that each entry of this table represents three different solutions, one for each value of kin Eqs. (14) 
and (17) (see Appendix B). 

Classification scheme 

ChMcV(r4)(X 4) 
ChMcV(r4)(X S) 

ChMcV(r3)(X 4) 

ChMcV(r3)(XS) 

ChWy(r3)(XI) 

ChWy(r3) (X2) 

ChMcV(r2,r2) (X I) 

ChMcV(r2,r2) (X2) 

ChWy(r2,r2) (X I) 

ChWy(r2,r2) (X2) 

ChWy(r2,r2)(X3) 

ChMcV(r2) (X I) 

ChMcV(r2)(X2) 

ChMcV(r2)(X3) 

ChWy(r2)(XI) 

ChWy(r2) (X2) 

ChWy(r2)(X4) 

ChWy(r2)(XS) 

ChWy(r2)I(X I) 

ChWy(r2)I(X2) 

ChWy(r2)Io+(XI) 

ChWy(r2)Io+(X2) 

ChWy(r2)Io_(X3) 

Simplified form of H 

Eh[T±X] 

fl. h (T+X)2_ ~) 
2 - fl.2 

12Eh 4~ - fl.2( T ± X)2 

fl. 12~+fl.2(T±X)2 

1 -
-- [T(t) ± V~EU(y)] 
~v(y) 

vl~lh 1 +*T(t)u(y) 

fiE T(t) ± u(y) 

__ = __ [(T(t) + 1!:... U(y»)2 
~v(y)T(t) - 2 _ + ~E2U2(y) ] 
_1_[ fl.h + (fl.' _ ~~) 1~1l/' 
I~I 

X(sin T(t) ± u(y)cos T(t))] 

9fl.h (T+X)'-4uo 
2~ ( T ± X)' - un 

2E2h T'(t) + 2v2u(y) T(t) - u'(y) 

3fl. T2(t) + 2u(y) T(t) - u'(y) 

V2Eh [I + sec[ (M2) I/'(T+ X)]]- I 
v~ -

h + T2(t) =Fa,u(y)T(t) =Fu2(y) 

A ± T2(t) + a 2u(y) T(t) + u2 (y) 

~ sin T(t) + u(y)cos T(t) + a,h -) 

A sin T(t) + u(y)cos T(t) + a,h I 

D. Wyman-type solutions 

If L is a constant different from zero, one has another 
large subclass of charged (E#O) and neutral (ft #0) solu
tions containing the famous solution obtained by Wyman9 in 
1946. The time dependence of H for Wyman-type solutions 
is simpler than in the more general case with dL I dt # 0, since 
the only time-dependent function characterizing the solu
tions is Tin Eqs. (28) and (32) [or Ho in Eqs. (30) j. 

Wyman's solution is the particular Wyman-type solu
tion corresponding t04

,5 E = 0, T(t) = t, L = const, 01 
3 = [6Lt + Lojl!2 with La constant, ll. = 0 with X as in 
(25e) with c = 1 andy given by (16b) with k = 0, It can be 

1126 J. Math. Phys., Vol. 28, No.5, May 1987 

h andXas in (25a) 
h and X as in (2Se) 

h and X as in (25d) 

h and X as in (25e) 

h and X as in (25a) 

h and X as in (25b) 

T(t) = W,),.T v(y) = -h- (ay + b + ~), u(y) = (ay + b + ~)'/2 
~a ay+b-~ 

T(t) =WbT
, v(y) =b 2, u(y) = [2by+c]-'/2 

~ u(y) = tan -X,,» *= 1 
fiE 

- ~T T(t) = tan --, 
fiE 

as above with ~ = b 2 and X = X(2) 

J-~ 
u(y) = tanh -- X(.l), *= - 1 

fiE 

T, u, and v as in ChMcV(r2,r2)(X I) with 4a = ~E' - fL' 

u and vas in ChMcV(r2,r2) (X2), 

T = no + n(t), bn(t) = LnT(t), 4 exp(2bnn) = b 'E2 - fl.' 

u = 27fl.' h and X as in (25a) 
o 16E~" 

Uo as above. h and X as in (25b) 

T(t) = exp(L T) , 
V2E 

as above with X = X, 5) 

h andXas in (2Sa) 

h and X as in (2Sb) 

u(y) =exp(LX'4)) 
V2E 

Tand u as in ChMcV(r2,r2) (X I) with: E'O = ~ > 0, 

a , = 2(A + v)(; - v') -II', a, = 2(; + vA)(; - v) -l/' 
as above with X = X(2) 

Tand u as in ChMcV(r2)(X3) with: E'O = ~ <0, 

A+v o+A(A+vl 
a

, 
= E[ao(;-vl]'12' a,= EA [ao(;-v)]'/' 

given in the form of (24a), that is, as an elliptic integral: 

r J dW 
t+2= [-2ft W3 + L jl!2' (36) 

which, save for constant factors and changes of notation, 
coincides with the usual expressions provided by authors 
dealing with this important solution (see Collins and 
Wainwrights). However, the Wyman solution can also be 
cast in the form (32b) by inverting (36), as it corresponds to 
Q(ll in Eqs. (31) with A = (L 12ft) 1!3, B= -AI2, 
C 2 = 3A 2/4. Thus, with the help of Table II, the parameters 
appearing in (32b) and ranges of W in Fig, (I) can be com
puted explicitly leading to the following three forms of H: 
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TABLE IV. The authors in the left-hand column have been listed chronologically. Comparing the list of solutions examined by these authors with those 
presented in Tables III and VIII, it is evident that the following charged solutions expressible by elementary functions are new: Ch Wy (r3) (X 1), 
ChWy(r3) (X2), ChWy(r2,r2) (X 1), ChWy(r2,r2) (X2), ChWy(r2,r2) (X3), ChWy(r2) (X 1), ChWy(r2) (X2), ChWy(r2) (X 4), ChWy(r2)I8+, and 
ChWy(r2)I8_ with X = X I, X2, and X3. See Sec. VI. 

Authors Solutions examined 

P. C. Vaidya and Y. Shah: A. Banerjee, The class of solutions discovered by Vaidya and Shah include ChMc V (r4) (X 4,5) and 
N. Chakravorty, and S. B. Duttachoudhuryb ChMc V (r2,r2) (X 1,2) as particular cases. Other V aldya-Shah solution~ do not correspond to the choice of 

j(y) and E(y) given by (22). See Appendix D. 

P. C. Valdya and Y. Shahc 

M. C. Faulkesd 

P. Vickerse 

A. Banerjee, N. Chakravorty, and S. B. 
Duttachoudhur/ 

N. Chakravorty and S. Chatterjeeg 

B. Mashhoon and H. Partovih 

B. Mashhoon and H. Partovi'·J 
D. C. Srivastava and S. Prasad" 

S. Chatterjee' 

a See Ref. 30. 
b See Ref. 3 1. 
cSee Ref. 32. 
dSee Ref. 15. 

They derived the charged version of McVittie solution. This solution is ChMcV(r2) (X2) with c = O. 

He found the most general ChKQ solution with L = const and withj(y) and E(y) proportional to/2 and 
/3, that is those solutions with X = X(5)' The following solutions are contained as particular cases: 
ChMcV(r4)(X5), ChMcV(r3)(X5), ChWy(r2)I(X5). 

Hefound ChMcV(r2)(X2) which contains the charged version of McVittie's (c = 0) and Narial's solu
tions (c#O). See Table VII. 

They found the ChWy(r3) (X 1) and (X2) solutions. 

They found and identified all charged McVittie-type solutions. This is equivalent to integrating (24a) with 
L=O. 

They identified the charged version of Narial's solution as ChMcV (r2) (X 2) with c#O. 

They obtained the case k = 0 of ChMcV(r2)(X I) and ChMcV(r2)(X2) in a single expression. Their 
particular case "v = 0" (their notation) corresponds to f.l2 =!!.c (my notation) and so to 
ChMcV(r2,r2) (X 1) and (X2). They also derive the corresponding solutions with uniform density (see 
Table VIII). 

They proved that the only charged shear-free solutions satisfying a barometric equation of state are the 
charged version of the Wyman solution (see Sec. IV) and a new solution belonging to the class discovered 
by P. C. Vaidya and Y. Shah quoted above. The latter was discovered by Mashhoon and Partovi. See 
Appendix D. 

He integrated Eqs. (24a) with the restrictions given by (32) (see Sec. IV). He rediscovered 
ChMcV(r2,r2)(Xl). ChMcV(r2,r2)(X2). And discovered ChWy(r2)I(Xl) and ChWy(r2)I(X2) 
which follow as particular cases from his solution. 

e See Ref. 24. 
fSee Ref. 34. 
gSee Ref. 27. 
hSee Ref. 16. 

'See Ref. 5. 
iSee Ref. 6. 
"See Ref. 12. 
'See Ref. 22. 

TABLE V. This table is the neutral analog of Table VIII, with "N" in the classification scheme denoting "neutral" instead of "Ch" for charged solutions. See 
Sec. VI. 

Q(,) Parameters in (46) Parameters in (21b) Range of W (see Fig. 1) Classification scheme 

QU3) !!.=L=O type (iv) W>O NMcV(r3)(X4) 
NMcV(r3)(X5) 

Q('2) A=O, s=D=!!. L=O, !!,>O type (i) f.l>O, W>2f.l NMcV(r2)(X 1) 
type (ii) 0<W<2f.l NMcV(r2)(X2) 
type (iv) f.l<O, W>O 

L=O, f.l<O, !!,<O type (i) W>2f.l NMcV(r2)(X3) 

A= 
!!. 

s=f.lA !!.>O, f.l<0 type (i) W> !!.!6f.l NWy(r2)(Xl) -- , 
3f.l 

O>L = !!.3!27f.l2 NWy(r2) (X2) 

!!.<O, L>O type (ii) 0< W < 1!!.1/3f.l NWy(r2)(X3) 

IL 1 as above 
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TABLE VI. The simplified form of H has been obtained by inserting the values of the parameters of Table V into Eqs. (47). See Sec. VI. Two neutral solutions frequently mentioned in the literature are those 
discovered by McVittie26 and Nariai,33 these solutions are NMcV(r2) (X2) with c = 0 and c#O, respectively. 

Classification 
scheme Simplified form of H 

NMcV(r3)(X4) IpI 2h(T±Xj2 

NMcV(r3)(X 5) 

NMcV(r2)(XI) AV(y~T(t) (T(t) ± ~ U(y)Y 

NMcV(r2) (X2) 

NMcV(r2)(X3) Iplh (I + Ft. h [cos T(t) + u(y)sin T(t) 1) 
IAI Fa 

NWy(r2)(X 1) 

NWy(r2)(X2) 

NWy(r2)(X3) 

a See Ref. 35. 
bSee Ref. 36. 
cSee Ref. 4. 
dSee. Ref. 19. 

61~lh (1 + 3 tan2 [~ (T+X) If' 
6:~lt (I + 3 tanh2 

[ ~ ~ A (T + X) ]) - , 

h and X as in (25d) 

h and X as in (25e) 

Previous occurrences in the literature 

The case k = 0 was discovered by Banerjee and Banerji." 
Reviewed by Banerjee et ai.,b Glass,c and McVittie.d 

The case k = 0 was discovered by Faulkes.e Reviewed by 
the same authors as above. 

T(t) = evAT, v(y) = _1_ (ay + b + V A), u(y) = (ay + b + V A)I12 
Va ay + b - V A 

The case k = 0 was studied by Glass and Mashhoon.f Re
viewed by Kramer et at.,' Banerjee etat.,b and McVittie.d 

Studied and reviewed by the same authors as above. Con
tains Nariai's solution (C#O)b and if c = 0 one has the 
McVittie solution.' 

T(t) =ebT , v(y) =b, u(y) = (2by+c)-'/2 

- I 
T(l) = V - AT, u(y) = -- (ay + b) 

h and X as in (25a) 

handXasin (25b) 

h and X as in (25c) 

eSee Ref. 37. 
fSee Ref. 38. 
• See Ref. 2. 
h See Ref. 33. 

V-A 
Discovered by Banerjee et af.b and Wyman} Particular 
case of solutions presented by McVittie.d 

As above. 

As above. 

i See Ref. 26. 
j See Ref. 17. 



                                                                                                                                    

f-l > 0, L > 0, type(ii) 

H = A -I ____ I_+...:..-c_n_v ___ _ 
(-\1'3 + l)cn v - (V3 - 1) 

f-l<0, L<O, type(i) H=A -1[I-cnv], 

(37a) 

(37b) 

f-l<0, L>O, type(iv) H=A -1(1-cnv)/cnv, (37c) 

with 

(37d) 

and cn v being a Jacobian elliptic function25 whose modulus 
17, argument '1', and other parameters can be found from 
Table II. The importance of the Wyman solution lies in the 
fact that it is the only NKQ solution satisfying a barotropic 
equation of state, and thus its physical and geometric proper
ties have been extensively discussed (See Collins? and Mash
hoon-Partovi.4

) This solution will be further examined in 
Part II, in connection with the study of the properties of 
NKQ and ChKQ solutions in general (i.e., not admitting a 
barotropic equation of state), and offering a parallel com
parison with the work of Collins and Mashhoon-Partovi. 

The charged version of Wyman's solution4
•
10 follows 

also from (24a) under the same restrictions as the neutral 
case withE#O. In this case, the form ofQin Eqs. (27) can be 
as Q(2) if L < 27f-l4/16E6

, or Q(O) if L > 27f-l4/16E6
, and it can 

be cast as in (28b), (28c), (30b), or (30c) depending on the 
values of L, f-l, and E. It can be of either one of the following 
types in Table I and Fig. 1: type (i) ifQ has one positive real 
root, type (ii) if it has two positive roots, and type (iv) if it 
has two negative real root or no real roots. Particular Wy
man-type solutions expressible in terms of elementary func
tions will be classified in Sec. VI. 

E. Solutions with dTldt=O but dLldt#O 

As far as I am aware, this class of solutions has not been 
considered in the literature. Since all the time dependence of 
the solutions is contained in the modulus of the elliptic func
tions, these solutions are as complicated to handle as the 
more general case with both dL I dt and dT I dt different from 
zero. In Eqs. (30),dT Idt = o does not imply dHoldt #0, so 
that the time dependent of these expressions is contained in 
bothHo and L. If E = 0 withf-l#O, one has neutral solutions 
of this type. This subclass (whether charged or neutral) does 
not contain particular solutions expressible in terms of ele
mentary functions. 

F. Static solutions 

If dL I dt = dT I dt = 0, there is no time dependence in 
H, and one has a large class of static solutions. These solu
tions will be examined in Part II. 

G. Solutions with uniform matter density 

The necessary and sufficient conditions for matter den
sity to be independent of r imply a restriction on the form of h 
in (23), this fact can be appreciated from Eqs. (A7) and 
(A8) in Appendix A. From (A8) 

p'=O ~ J'=E'=O ~ fo=co=const. (38) 

From Eqs. (17) and (23), (38) implies 

1129 J. Math. Phys., Vol. 28, No.5, May 1987 

I1c0
4 = 1, 

c = 0, a = - kco -2, b = Co -2. 

(39a) 

(39b) 

In order to verify that conditions (39) imply p' = 0, it is 
necessary to evaluate p from Eq. (A7) by eliminating the 
term [fR 'IR] in terms of Rand Eusing Eqs. (16a), (20a), 
(2la), and (21b). This term is 

jR 'IR = (fo)'lh - foR [Q( W) ]1/2, (40) 

where 

W=foIR =hlH 

and Q is given by (21 b). Inserting Eqs. (39) and (40) in Eq. 
(A7) the latter equation becomes 

~ 1Tp(t) = 0 219 - c0
2L(t) . (41) 

Uniform density solutions can be either McVittie- or Wy
man-type solutions if dL Idt = 0, or neither of these types as 
there is no contradiction between the conditions for uniform 
density and dL Idt #0. For uniform density solutions, X 
takes the following form: 

X(UD) =co- 2 Inlyl(2-ky)11/2. (42) 

The form of H for uniform density solutions is that of (28), 
(30), or (32) under the restrictions on h and X given by 
(39b) and (42). The neutral case (E = 0) ofthesehomogen
eous density solutions has been reviewed by Barnes13 and 
Kramer et al., 12 and it has been examined by Eisenstaede? in 
a cosmological context. 

Since Eq. (A8) holds in general for all charged spheri
cally symmetric shear-free perfect fluid solutions, it follows 
from Eq. (7b) that uniform matter density implies q = O. 
Though, if E # 0 so that E = const # 0, one has a neutral fluid 
in the presence of a source-free electric field. For the ChKQ 
class of solutions given by (28) and (30), if the electric 
charge density vanishes the fluid must have uniform density. 
This is true because J and E are related by J = f-l(E IE)5/3. 
However, for shear-free solutions for which restrictions 
(22) do not hold, one could have neutral fluids in the pres
ence of an electric field with nonuniform density. Notice that 
the restrictions (39) do not imply f-l = 0, although, for neu
tral solutions, f-l = 0 does imply p = pet) because of Eq. 
(A8). The subclass of conformally flat, homogeneous den
sity solutions corresponding to Eq. (24a) with E = f-l = 0 
will be treated in Sec. VII. Particular homogeneous density 
solutions expressible in terms of elementary functions will be 
classified in Table VII. 

VI. SOLUTIONS EXPRESSIBLE IN TERMS OF 
ELEMENTARY FUNCTIONS 

The solutions given by (28), (30), and (32) withf-l#O 
reduce to elementary functions if the modulus 17 of the ellip
tic functions is zero or unity. Since 17, as given in Tables I and 
II, is a function of time only because it depends on L (t), thus 
if 17 = 0,1, L must be a constant. Therefore, if E#O in (28) 
and (30) and f-l # 0 in (32), nonstatic solutions expressible 
in terms of elementary functions cannot belong to the class 
presented in Sec. V E, and must be either McVittie-type so
lutions or particular cases of Wyman-type solutions. This 
fact can also be appreciated if one recalls that 17 = 0,1 is 

Roberto A. Sussman 1129 
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TABLE VII. The classification scheme appearing in the first column is analogous to that introduced for solutions with nonuniform density. See Sec. VI. The form of H for the "ChUO" and "NUO" solutions is that of 
the corresponding X I solution (indicated in the middle column) with X given by Eq. (25a). Conformally flat solutions introduced in Sec. VII are denoted by "CF." 

Classification 
scheme 

ChWy(r3) (VO) 

ChMcV(r2,r2) (VO) 

ChWy(r2,r2) (VO) 

ChMcV(r2}(UO) 

ChWy(r2}(VO) 

ChWy(r2)I(VO) 

ChWy(r2)Io+ (VO) 

ChWy(r2)Io_ (VO) 

NMcV(r2)(VD) 

NWy(r2) (VD) 

CF(L,T) 

CF(T) 

CF(FRW) 

"See Ref. 16. 
bSee Ref. 39. 
, See Ref. 40. 
d See. Ref. 41. 

Form ofR 
(see Tables IV and VII) 

AsChWy(r3) 

As ChMcV(r2,r2) 

As ChWy(r2,r2) 

As ChMcV(r2) 

AsChWy(r2) 

As ChWy(r2)I 

As ChWy(r2)Io+ 

As ChWy (r2)IL 

AsNMcV(r2) 

As NWy(r2) 

As. Eq. (48) 

As above with L = const 

As above with kci,L = - exp [2 Tic; J 

'See Ref. 42. 
'See Ref. 43. 
gSee Ref. 44. 

Previous occurrences 
in the literature 

None 

B. Mashhoon and H. Partovi" 

None 

B. Mashhoon and H. Partovi" 

None 

None 

None 

None 

H. Knutsenb 

None 

H. Bondi,' I. H. Thompson and G. J. Whitrow,d H. Nariai and K. Tomita' 

W. B. Bonnor and M. C. Faulkes' 

The FR W -type solutons' 



                                                                                                                                    

equivalent to Q having multiple roots. From the form of Q 
given in Eq. (21 b), the necessary and sufficient condition for 
Q = ° to have multiple roots is the vanishing of the discrimi
nane9

: 

D = L [€2112 + MII2 - 3LI/] = 0, 

with 

II =.L€2 + ~?/12, 12=.2flc13 - 3/12/4. 

(43) 

From Eq. (43) it is clear that Q has trivial multiple roots at 
W = ° corresponding to L = 0, that is, to McVittie-type so
lutions. If L =I- 0, finding multiple roots of Q is not so simple, 
and this fact explains why Wyman-type solutions have been 
barely discussed in the literature (see Tables III-VIII). In 
this case, the condition for the occurrence of a multiple root 
at W =I-° can be expressed as a quadratic equation on L from 
the term in brackets in Eq. (43), therefore L will be a con
stant different from zero in this case. If € = ° but /1 =1-0 in 
(43), the same result holds: multiple roots in the cubic Q are 
incompatible with dL 1 dt =I- 0. However, in neutral solutions, 
if /1 = ° and fl and H satisfy restrictions (39), then it is 
possible to have solutions expressible in terms of elementary 
functions and keeping both T and L as functions of time. 
These uniform density solutions are also conformally flat 
and will be considered in the next section. 

If the quartic Q given by (21b) has multiple roots, it can 
be expressed as one of the following forms according to the 
number of repeated roots (r): 

Q(r4) = €2W 4 
, 

Q(r3) =€2[W-A P[W-B], 

Q(r2.r2) = €2[ W - A ]2[ W _ B]2, 

Q(r2) =€2[W-A ]2[W2+2vW+S-]. 

(44a) 

(44b) 

(44c) 

(44d) 

For each form given above, Eq. (24a) can be integrated and 
inverted yielding the following expressions analogous to 
(28) : 

Q(r4): H = €h IT±X I, (45a) 

€2(A _B)2(T+X)2_4 
Q(r3): H=h IA€2(A-B)2(T+X)2_4BI' (45b) 

Q(r2,r2): H=h l-exp(+€(A-B)(T+X») , (45c) 
B -A exp( ± (A - B)(T+X») 

Q(r2) : 

H=h 1s--vI1/2S(24511/2(T+X»)-A +v 

A IS- - VI1/2S(2€loll/2(T +X») + vA + S- ' 
(45d) 

H=h c(A+v)2(T+X)2-1 0=0, 
A [c(A +v)2(T+X)2+ 1] +2v' 

(45e) 

where 

o=.A 2 + 2vA + S-, 
S=.sin if 0<0, S- - v<O, 

S=.sinh if 0>0, S--v2>0. 

Different particular solutions arise for different forms of h 
and X given by Eqs. (25). These solutions are classified in 
Table VIII, which provides the values of the repeated roots A 
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and B, and the parameters v and S- appearing in Eqs. (45). A 
classification scheme has been introduced in Table VIII, so 
that charged Wyman-type and charged McVittie-type solu
tions are labeled as "ChWy(rNI)Io + (XN2)" and 
"ChMcV(rNI )(XN2 )," where the number-NI denotes NI 
repeated roots in Eqs. (44), the number N2 corresponds to 
the number labeling X in Eqs. (25), the symbol I in some 
Wyman-type solutions indicates that II and 12 in Eqs. (43) 
are different from zero, while "0 + " indicates that the quan
tity defined as 0 (positive or negative) in Eqs. (45d) and 
( 45e) can take its most general value. In order to compare 
these solutions with solutions previously discussed in the 
literature, a simplified form of H is provided in Table III. 
This form of H is obtained in each case by inserting the corre
sponding values of the roots A and B and the parameters €, /1, 
fl, L, v, S-, and 0 from Table VIII into Eqs. (45). Forms of H 
analogous to those of Eqs. (30) can also be obtained by 
choosing N(t) as in Eq. (29). 

Previous occurrences of particular shear-free charged 
solutions in the literature are listed in Table IV roughly fol
lowing a chronological order. As most authors use "isotrop
ic" coordinates, in order to facilitate the comparison of the 
solutions studied by these authors with those presented in 
Tables III and VIII, the transformation relating these co
ordinates with the ones used in this paper is given in Appen
dix B. Since the metric coefficient gil in ( 11 ) can be obtained 
from H, it will be enough to compare the forms of H in each 
case with those presented in Table VIII. All authors listed in 
Table IV have made a choice of time coordinate by demand
ing e (t) to be proportional to dT 1 dt, other possible choices 
of time coordinate will be discussed in Part II. From Tables 
III, IV, and VIII, one can appreciate the fact that most par
ticular solutions previously found in the literature are 
McVittie-type solutions in which Q has mUltiple roots at 
W = 0. Most Wyman-type solutions classified in Tables II 
and III are new, and some of these new solutions, like 

and 

ChWy(r2,r2) (X 1), ChWy(r2,r2) (X2), 

ChWy(r2,r2)(X 3), ChWy(r2)(X 1), 

ChWy(r2) (X2), 

have mathematically complicated forms and it is unlikely 
that they will be studied in detail. However, the other new 
solutions, 

and 

ChMcV(r2) (X3), ChWy(r2)I(X 4), 

ChWy(r2)Io+ (X 1), ChWy(r2)Io+ (X2), 

ChWy(r2)Io_ (X 3), 

are more appealing and the examination of their physical 
and geometric properties might be worthwhile. 

For neutral solutions with /1 =I- 0, the cubic Q having 
multiple roots can be cast in any of the following forms anal
ogous to Eqs. (44): 

Q(r3) = 12/11 W 3 
, 

Q(r2) = [W - A ] 2 [ S- - 2/1 W] , 

Roberto A. Sussman 
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TABLE VIII. This table provides the values of all unspecified parameters appearing in Eqs. (44) and (45). The classification scheme displayed in the last column is explained in the text. See Sec. VI. 

Q(,) Parameters in (44) Parameters in (2Ib) Range of W (see Fig. I) Classification scheme 

Q(",) fJ=Il=L=O type (iv) W>O ChMcV(r4)(X4) 
ChMcV(r4)(X5) 

A=O, B= 2fJ wl-O, Il=L=O. 
type (i) fJ>O, W>2fJlc, ChMcV(r3)(X4) 

c· type (ii) fJ<O, 0< W<2fJlc. ChMcV(r3)(X5) 

Q(d) 

A= 3fJ B= _1!:..... L<O, Il = 2~IL 1112 = 9fJ >0. type (i) W>3fJ14c 
ChWy(r3)(XI) 

4c' 4c· 8c ChWy(r3) (X2) 

2 
type (i) fJ>O, W>fJlc , 

ChMcV(r2,r2)(X I) 
Q(,.2,r2) A =0, B=;. L=O, Il = fJ2 > 0. type (ii) O<W<fJlc, 

E type (iv) fJ<O, W>O. 
ChMcV(r2,r2) (X I) 

A=~ B= -A. 
112 

fJ=O, Il >0. 
type (i) W>~/,fiE, ChWy(r2,r2) (X I) 

O<L=-
,fi/ 4c' type (ii) ° < W <~/,fiE. ChWy(r2,r2) (X2) 

A= i~, B= -A. As above with: Il < 0. 
,fiE 

type (iv) W>O ChWy(r2,r2)(X3) 

Q('2) f4 =0, v= _1!:.. Il 
L = 0, fJ2 - Ilc < 0, Il >0. type (i) fJ>O, W>W+' ChMcV(r2)(X I) 

c' ;= c· 

type (ii) 0< W< W_, ChMcV(r2)(X2) 
W+ =fJE-2[I±VfJ2-llc], 

tvoe !iv) 11<0, W>O. 
L=O, fL' - Ilc>O, Il <0. type (iv) W>O ChMcV(r2)(X3) 

IA ",,0, I, = 12 =0, 
11

2 9fL2 type (i) fL > 0, W> 9/l W,/2fL, ChWy(r2)(XI) 
O>L=-· 1l=-2>0, 

12 ' 8E W, = I + vI - 16/2187, 

A = 21l 91l 4112 
0=0. type (iv) W>O. 

3/1 ' V= -"2;' ; = - 27fL2 . fL <0, ChWy(r2)(X2) 

A ",,0, 1"1 2 ,,,,0, Il = 0, O<L = 27fL4, 
type (i) fL >0, W> 3fL/2c, 

ChWy(r2)I(X4) 
16E6 type (ii) O<WdfJ/2c, 

A = _1_ [ Il _ 2c 12Lc + 11
2 

] A =3::... 
A A2 

0>0. 
type (iv) fL <0, W>O, 

V=- ;=-3 ' 0= 9fJ2/2E4. 
ChWy(r2)I(X5) 

3fL 81lc - 9fJ2 ' 2c' 3 ' 

v=A _1!:.. fL2 Il' type (i) W>VIl/2E, Il = c >0, O<L=-, ChWy(r2)I(X I) 
C' 16 

;=3A2_~A+~, A=~, V= -A, ; = 4A 2, 0>0. 
type (ii) ° < W < 11 Ill2£, ChWy(r2)I(X2) 

2E 0= 31l/4E2. 

0>0 type (i) A>O. W- <0< W< W+. W>W+' ChWy(r2)Io+ (X I) 
o = A 2 + 2vA + ;. W_ < W+ <0, W>A, 

A<O. W+> W_ >0, W>W+' ChWy(r2)Io+ (X2) 
type (ii) A>O, W_ < W+ <0, O<W<A, 

A<O, W+> W_>O, 0< W< W_, 
type (iii) O<W_<W+<A, W_<W<W+, ChWy(r2)Io+(X3) 
W + = - v ± v v' - ;. 
type (i) A>O, W>A, 

0<0 type (ii) 0< W<A, As above with 0 _ 

type (iv) A<O, W>O. 



                                                                                                                                    

where, as for the charged case, Eq. (24a) can be integrated 
and inverted yielding 

Q(r3): H = (,uh /2) [T±x]2, (47a) 

Q 
. H=h 2,uC 2(1;-2,uA 11/2[T+X]) 

(r2)' ,+;_.t.AS2(1;-2,uA 11/2[T+X]) 

where 

S=sin, C=COS, .t.= - 1, if 2,uA <;, 
S=sinh, C=cosh, .t. = 1, if 2,uA >; , 

(47b) 

and, as with the case of charged solutions, different particu
lar solutions correspond to different choices of h and X in 
Eqs. (25). Particular solutions of (32) are classified and 
identified in Tables V and VI, which are analogous to Tables 
III, IV, and VIII. All these solutions have already been dis
covered and classified by Wyman,17 McVittie, 19 and (some 
of them) in Kramer et at.12 Unlike the charged case, all Wy
man-type neutral solutions expressible by elementary func
tions have mathematically unappealing forms and it is prob
ably not worthwhile studying them in detail. A classification 
scheme analogous to that used in Tables III and VIII has 
been introduced in Tables V and VI. 

Some of the expressions presented in (45) and (47) con
tain uniform density solutions expressible in terms of ele
mentary functions, this happens when h and X satisfy (39) 
and (42). The form of H for these solutions can be obtained 
by specializing h and X in (45) and (47) into (39) and ( 42). 
All types of uniform density solutions expressible in terms of 
elementary functions are classified and identified in Table 
III. A classification scheme analogous to those used in Ta
bles III-VI and VIII has been introduced for Table VII. so 
that solutions with 1:#0 are denoted as "Ch ... (UD)", those 
with I: = 0 but ,u#0 as "N ... (UD)". 

All solutions expressible as elementary functions reduce 
to static solutions if T(t) becomes a constant. However, 
these static limits will be discussed in Part II. 

VII. CONFORMALL Y FLAT SOLUTIONS 

If I: =,u = 0, the functionsj and E in (22a) and (22b) 
vanish and so does the Weyl tensor, as is shown in Appendix 
A [see Eqs. (A4), (A5), and (A6)]. Thus solutions with 
these two parameters set to zero are the only conformally 
flat, spherically symmetric, nonstatic, shear-free solutions. 
These solutions have also homogeneous density and their 
metric coefficient H is obtained from integrating (24a) with 
Q restricted by I: =,u = O. However, conditions (38) and 
(39) must be satisfied so thatp = p(t) is given by (41) and 
Eq. (18) with I: =,u = 0 holds. These solutions are the only 
particular solutions of the ChKQ class expressible in terms 
of elementary functions which have two arbitrary functions 
of time. The form of H for these solutions will be 

H = 2eTlco'/[ye2Tlco' - (2 - ky)c0
4L ] . (48) 

Conformally flat solutions are also classified in Table VII 
where they are denoted as "CF." The Friedman-Robert
son-Walker (FRW) family of solutions belongs to this class 
(see Table VII). 
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APPENDIX A: FIELD EQUATIONS AND CERTAIN 
GEOMETRIC QUANTITIES ASSOCIATED WITH THE 
METRIC TENSOR GIVEN BY EQ. (11) 

Having already used the equation G tr = 0 (Ref. 2) for 
the metric (1) and stress-energy tensor (8) in order to ob
tain Eq. (9), the remaining independent field equations for 
( 8) and (11) are 

G tt = 8rrTtt , 

_ 8rrp _ ~ = 0
2 + _1_ [(H')2 _ 4/,H' 

(fH)4 3 H2 H fH 

_ 2H II _ 2.ff" + /,2 - 1 ] 
H /2 ,(AI) 

G rr = 8rrTrr , 

E2 . a 0 2 

8rrp - --= (H /H)-I- (02/9) +-
(fH)4 at 3 

+_1 [_ 2~' (~+/') 
H2 H H / 

(H,)2 1 - (/,)2] 
+~+ F' (A2) 

Gee = G 4>4> = 8rrT e
e = 8rrT 4>4> ' 

8rrp + ~ = (H) -I ~ (02

) + 02 

(fH)4 H at 9 3 

+ ~2 [t' C;' -j) 
(H,)2 f" H" ] 
-~-f-H . (A3) 

The conformal scalar invariant 'I' (2) is found to satisfy 
the simple relation 

R 3'1'(2) = - J + E2/R , (A4) 

J(y)=jf3, (A5) 

where R =fH by Eq. (6), andj(y) is the same function 
appearing in Eq. (18). This simple relation was discovered 
by Glass2 for the neutral case (E = 0) ofEq. (18). For the 
charged case, see Mashhoon and Partovi. 16 The rest of the 
null tetrad components of the Weyl tensor are zero, which 
confirms the known fact 13. 14 that these solutions have Petrov 
types D or (if 'I' (2) = 0) type O. 

The nonzero components of the Weyl tensor in the coor
dinate system (t,r,e, ifJ) can be given in terms of the invariant 
'I' (2) as 

Ctrtr = Ce</>e</> = 2'1' (2) , (A6) 
Crere = Cr</>r</> = - Ctete = - Ct</>t</> = 'I' (2) , 

so that the necessary condition for solutions characterized 
by the metric (11) to be conform ally flat (i.e., the vanishing 
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of the Weyl tensor) is given by '1'(2) = 0. There is a confor
mally flat subclass2 of neutral non static solutions contained 
in the ChkQ class. These conformally flat solutions are pre
sented in Sec. VII, they will be labeled as "CF" in the classifi
cation scheme [see Eq. ( 46) and Table VII]. From 
(A4 ),(A5), conformally flat charged ChKQ solutions must 
be static. 

Using Eq. (15), the field equations given by (AI), 
(A2), and (A3) can be simplified by eliminating second 
derivatives of the form H ". For certain calculations, it is 
useful to transform (11) into a metric where y and Y, as 
defined by Eqs. (16), replace rand H, respectively. The ad
vantage of using this representation is that the elimination of 
second derivatives like a 2 Y / ay2 is easier using Eq. ( 18) than 
Eq. (15). In particular, Eq. (A 1) can be broughtto the form 

8 8
2 

1 [ 2/ E 2 ( jR , )2] 
3"1TP =9+ji2 1-R"+ji2- R ' 

(A7) 

where J is the same function appearing in (AS). Differenti
ating Eq. (A7) with respect to r, and again eliminating de
rivatives like R " with the help of Eqs. (15) or (18), one 
obtains 

~ 1Tp'R 3 = - 2/' + (E2)'/R . (A8) 

Equations (A 7) and (A8) will be needed in Sec. V as 
solutions with uniform density are discussed. All quantities 
calculated in this appendix have been obtained using the al
gebraic computing language SHEEP.45 

APPENDIX B: NONEQUIVALENCE OF SOLUTIONS 
WITH DIFFERENT VALUES OF k IN EQS. (14) AND (17) 

The form of the metric (11) withf(r) given by Eq. (14) 
suggests a comparison with the FR W solutions in which H is 
a function of time only (see Table VIII). In this particular 
case, the constant k = 0, ± 1 indicates the sign of the (con
stant) curvature of surfaces of constant proper (cosmic) 
time. For any solution (other than FRW) presented in the 
tables and characterized by H(t,y) satisfying Eq. (15) [or 
( 18) ], it is also desirable to find out whether the three differ
ent values of k (0, ± 1) denote three different solutions. It is 
shown in this appendix that this is actually the case, so that 
each entry appearing in the tables is really a triplet of solu
tions. The demonstration will be restricted to neutral solu
tions excluding solutions with uniform density. The general
ization to charged solutions is straightforward, and the case 
of uniform density solutions (including the conformally flat 
subclass) will be examined in Part II. The interpretation of 
the different choices of k in terms of geometric properties of 
the solutions is not as simple as with the FR W solutions, and 
thus will also be left for Part II. 

The problem of testing whether two metrics are equiva
lent, in the sense that they correspond to the same space-time 
manifold, is a nontrivial problem known in the literature as 
the "equivalence problem." Broadly speaking one can say 
that two metricsg andg are equivalent if there is a nonsingu
lar coordinate transformation XU = xU(xb) relating them. In 
practice it is rather difficult to guess if such a coordinate 
transformation exists, and testing the equivalence of metrics 
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in general requires elaborate mathematical techniques (see 
Karlhede46

). Though there are no standard prescriptions, 
one could proceed by assuming that the desired coordinate 
transformation exists, and then testing the consistency (or 
inconsistency) of a system of simultaneous equations of the 
form 

II (XU) = II (xb) , 

I 2(xU
) =I2(xb) , 

(Bl) 

where I j are a set of suitable invariants. In general, one 
would take the Ii to be the components of the Riemann ten
sor and its covariant derivatives in a canonical null tetrad. 
However, in some cases it might be possible to find other 
mathematically simpler invariants. 

Fortunately, for the solutions under consideration in 
this paper the equivalence ofmetrics with different k in Eqs. 
( 14) and (17) is relatively easy to test. Because of spherical 
symmetry and the mathematical simplification of the metric 
coefficients, one can find simple invariant quantities which 
can be defined without reference to any coordinate system. 
With these quantities one can construct a system of equa
tions similar to (B 1 ), and thus reduce the test of equivalence 
of metrics with different k to a test of consistency of such a 
system. Consider the following quantities as the above men
tioned invariants. 

(i) Proper surface of two-spheres generated by the 
world lines of co moving observers, 

A (t,y) = 41TR 2 = 41T(jH)2. 

(ii) Change of R = (A /41T) 1/2 with respect to the prop-
er time of comoving observers, 

dR = ( _ g It) 1/2 aR =.! OR . 
dr at 3 

(iii) The conformal scalar invariant '1'(2) given by Eq. 
(AS). The functions h andfare given by Eqs. (17) and (23), 

'1'(2) = -11(jh)5/R 3. 

(iv) Matter-energy density p, the eigenvalue of the time
like eigenvector of the momentum-energy tensor p given by 
(A7) and (38). 

Consider two metrics corresponding to the same slot in 
the classification scheme (i.e., H is the same function of y, 
theconstantsl1, a, b, c are equal) but withy corresponding to 
two different values of kin Eqs. (17). Call (t,y) and (i,y) the 
coordinates characterizing each metric. Let us assume that 
these metrics are equivalent, that is, there exists a nonsingu
lar coordinate transformation of the type t = t( t, y) and 
y = y(t,y) such that the following system of simultaneous 
equations holds: 

A (t,y) =A(t,y) ~ R(t,y) =R(t,y) , 

~ ~ ---
- = --=- ~ 8(t)R (t,y) = 8(t)R (t,y) , 
dr dr 

'I' _\II ~ [f(y)h(y)]5 _ [fCy)h(y)]S 
(2) - (2) R 3(t,y) - R 3 (t,y) , 

~ 1Tp(8,R,J,h) = ~ 1Tp(0,R,f,h) . 
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The functions I( y) and h ( y) in (B4) are given by (17) 
and (23)']0) and hO) are 

hey) = [ ay2+2by+c]-1I2, 

/0) = [y(2 - ky)] 1/2, 

(B6a) 

(B6b) 

where the bar on top of k indicates that this constant is to 
take any of the other two possible values it can have different 
from the value of k without the bar. That is if k = 0, k can be 
1 or - 1, if k = 1, k = 0, - 1, etc. 

If the system (B2) to (B5) is consistent, metrics with 
different k in (14) and (17) are equivalent. If (B2), (B3), 
and (B4) hold simultaneously, then one has 

(B7) 

From the third equation in (B7), Eqs. (17), (23), and (B6), 
it follows that 

2y - ky2 
(B8) 

ay2 + 2by + c ay2+ 2by+c' 

which relatesy withy. Inserting (B7) in (B5) withp andp 
written explicitly with the help of (38) and (A7), one has 

a( y - y)(fh)2 = ky - ky, (B9) 

which can be shown to be in contradiction with (B8) unless 
k = k andy = y. Therefore the metrics corresponding to dif
ferent values of k are not equivalent. 

This demonstration can be extended to include charged 
solutions by adding to the list of invariants the Maxwell field 
invariant Pab pab and proceeding in exactly the same man
ner. This equivalence of metrics for uniform density solu
tions will be considered in Part II. 

APPENDIX C: ISOTROPIC COORDINATES 

Most authors dealing with particular shear-free solu
tions use spatial comoving coordinates with the radial coor
dinate x defined in such a way that the metric of surfaces of 
constant f is given by 

dl 2 =H 2(x,t) [dx2 +x2dD,2] . (C1) 

These coordinates are called "isotropic" and relate to the 
coordinates introduced in Eqs. (14) through the following 
transformation 19.26: 

{

r, 

x(r) = 2 tan(r/2), 

2 tanh(r/2), 

k=O 

k= 1, 

k= -1. 
(C2) 

In order to compare the forms of H given in Tables III and 
VI with those obtained by authors using isotropic coordi
nates, the following relations are helpful: 

H(r,f) = (1 + kx2/4)H(x,t) , (C3) 

y(x) =x2/2(1 + kx2/4)-I, 

I(x) =x(1 + kx2/4)-I. 

APPENDIX D: SOME SIMPLE SOLUTIONS NOT 
BELONGING TO THE ChKQ CLASS 

(C4) 

(C5) 

The ChKQ solutions presented in Sec. IV follow from 
integrating Eq. (18) under the restrictions given by Eqs. 
(22). The simplest charged solutions which do not satisfy 
these restrictions are those discovered by Vaidya and Shah30 
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and further examined by Banerjee, Chakravorty, and Dutta
choudhury31 (see Table IV). For these solutions, H has the 
form 

H= [l!(ay+ /3)][T(t) ±u(y)], (Dl) 

where a and /3 are arbitrary constants and T(t) is an arbi
trary function. The function u( y) is related to j( y) and 
E( y) by Eq. (18). Inserting (D1) in Eq. (18), remember
ing that Y=.H -I, one obtains 

3j( y) = 2a!!!!... _ (ay + /3) d 2U , (D2) 
12 dy dy2 

2E2( y) = (ay + /3) (~)2 (D3) 
16 dy 

Some of the solutions classified in Tables III and VIII 
are particular cases of the Vaidya-Shah family of solutions. 
If a, /3, and u ( y) are chosen so that (D 1) becomes equal to 
H for solutions ChMcV(r4)(X4), ChMcV(r4)(X5), 
ChMcV(r2,r2)(X 1), and ChMcV(r2,r2)(X2) of Table 
III, thenj( y) andE( y) defined by Eqs. (D2) and (D3) will 
have the forms specified by Eqs. (22). However, H given by 
(Dl) satisfies Eq. (18) for any function u( y) related to 
j( y) andE( y) by (D2) and (D3), therefore one can choose 
in general functions u( y) for whichj( y) and E( y) will be 
different from (22). An example of a charged solution be
longing to the Vaidya-Shah class but not contained in the 
class presented in Sec. IV is the solution discovered by Mash
hoon and Partovi.5 This solution [their Eq. (115)] satisfies 
a barotropic equation of state, it has the form (D1) with 
a = 0, /3 = const and, with obvious changes of notation, the 
function u ( y) satisfies 

!!!!...= _2-sinh2r-2(r+ Po) (D4) 
dr 4 sinh 2r 

where Po is a constant and r is related to y by Eqs. (14c) and 
(16b) . 

It is quite likely that neutral solutions that do not satisfy 
the restriction (22a) will have charged versions, though it is 
also likely that charged shear-free solutions without neutral 
counterparts exist. Obtaining these types of solutions can be 
a topic of further research. 

For neutral solutions, Wyman, 18 McVittie,19 Ste
phani,20 and Srivastava21 have discussed the conditions to be 
imposed onj( y) in order to be able to integrate Eq. (18) 
with E = 0. Solutions not belonging to the NKQ class pre
sented here can be found in their papers and in references 
quoted therein. In particular, for some of these solutions the 
variable coefficient in ( 18) takes the following odd form: 

3j/p = [vy + (;] - n, n = .!,f,?p, v, (; constants. (D5) 

Stabell and Knutsen47 and Knutsen48,49 seem to have exam
ined some solutions corresponding to (D5). The latter au
thor has recently studied50 simple solutions which have the 
form 

(D6) 

where a and n are arbitrary constants. This solution reduces 
to NMcV(r3)(X4) (see Table VII) if n = 1. For n#l, it 
seems to correspond toj( y) different from (22a) and (D5). 
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The counterterms in the Lagrangian of a renormalizable quantum field theory that involve the 
Riemann curvature tensor are considered. It is proved that for six or fewer dimensions the 
counterterms not containing derivatives of the Riemann tensor are linearly independent. It is 
shown that there appears to be a maximum space-time dimension for which identities can exist 
among invariants involving the product of n Riemann tensors (without derivatives acting on 
them.) Space-times that would require these products as counterterms for a renormalizable 
theory have a dimensionality which is one higher than this maximum dimension. This makes it 
plausible that the required set of counterterms not involving derivatives of the Riemann tensor 
is linearly independent in arbitrary dimensions. In the Appendix, a relation cubic in the Weyl 
tensor, which relates invariants cubic in the Riemann tensor in five dimensions, is proved. 

I. INTRODUCTION 

It is well known that in a three-dimensional space-time, 
the Weyl curvature tensor vanishes, which implies thae 

RAI"VK = gAVRI"K - gAKRI"V - gl"VRAK + gl"KRAI" 

-!(gAvgI"K -gAKgl"v)R. (1.1) 

This yields the following relation quadratic in the Riemann 
tensor: 

RAI"VKR -4RI"KR +R 2=0 (1.2) 
A,uVK ILK • 

In a four-dimensional curved space-time background, 
one requires, among the counterterms in the Lagrangian of a 
renormalizable quantum field theory, terms proportional to 
R AI"VKR, ,R I"VR ,and R 2. If a linear relation like Eq. 

A/-lVK ,uv 
(1.2) were to hold in four dimensions, then the set of coun-
terterms would be reducible. (Of course, we assume that the 
symmetries of the Riemann tensor have already been used to 
reduce the set of counterterms as much as possible.) Our aim 
in this paper is to assist in the determination of a minimal set 
of counterterms in arbitrary dimensions by precluding linear 
relations among invariants formed from products of Rie
mann tensors with no derivatives. We will not be concerned 
with linear relations among such invariants which hold only 
to within a total derivative. An example of such a relation is 
the Gauss-Bonnet theorem, which implies that the left-hand 
side of Eq. (1.2) is a total derivative in four dimensions. 

In six dimensions, the counterterms not containing de
rivatives of the Riemann tensor are cubic in that tensor, 2-4 

and one must consider the possibility of linear relations ex
isting among such terms. Indeed, such relations among cu
bic invariants do exist in fourS and in five dimensions. 6 In the 
Appendix, we prove a relation cubic in the Weyl tensor (and 
hence in the Riemann tensor) which holds in five dimen
sions. We will prove below that no such identities exist in six 
or more dimensions. We will also present arguments sug
gesting that there is no linear relation among the invariants 
of order n in the Riemann tensor (without derivatives acting 
on it) in a space-time of dimension 2n or greater. In a space-

a) Present address: Department of Physics, University of Southampton, 
Southampton S09 5NH, England. 

time of dimension 2n, the counterterms for a renormalizable 
theory which do not involve derivatives of the Riemann ten
sor are of order n in that tensor. Hence one cannot eliminate 
such a counterterm by means of a linear combination of simi
lar terms of order n. (Counterterms of the type under consi
deration here do not appear in odd-dimensional space
times.) By way of introduction, we will first outline a proof 
that no linear relation among R AI"VKRAI"VK' R I"VRl"v, and R 2 
exists in four dimensions. 
II. QUADRATIC INVARIANTS IN FOUR DIMENSIONS 

Let J I = R AI"VKRAI"VK' J2 = R I"VRl"v' and J3 = R 2. Sup
pose a relation exists for some given dimension d> 3 of the 
form 

3 

LCj~ = O. (2.1) 
j=1 

Consider a d-dimensional space-time Qd.p in a coordinate 
system in which it is manifestly the direct product of a p
dimensional de Sitter space-time and a (d - p) -dimensional 
flat Euclidean space. The curvature tensor is then given by 

R _ {K(ga y g{38 - ga8g{3r)' a,/3,y,o = O,I, ... ,p - 1, 
a{3}'8 - 0, otherwise. 

(2.2) 

It is evident that the invariants are the same as for a p
dimensional de Sitter space 

J I =2p(p-l), J2=p(p-l)2, J3 =p2(p-l)2. 
(2.3 ) 

ThenEg. (2.1) is 

pep - 1) [c3P 2 + (c2 - c3 )p + 2c I - c2 ] = O. (2.4) 

By assumption, Eq. (2.1) holds for any space-time in d 
dimensions. In particular, Eq. (2.1) must hold for all Qd.p 
with 1 <p<d. Hence Eq. (2.4) must have roots p = 1,2, ... ,d. 
Clearly,p = 0 is also a root. Therefore Eg. (2.4) has at least 
(d + 1) roots. Thus, if d > 3, then Eq. (2.4) is a polynomial 
of degree 4 with more than four roots. Hence it must be 
trivial, which implies that 

(2.5) 

Therefore no nontrivial relation of the form (2.1) can exist 
in a dimension d greater than 3. 
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III. CUBIC INVARIANTS IN SIX DIMENSIONS 

The symmetries of R af3y8 imply that there are eight inde
pendent invariants cubic in the Riemann tensor and not in
volving covariant derivatives. 7 In this section, we will prove 
in six or more dimensions that no linear combination of these 
invariants is zero. 

The eight invariants are 

I - R YUR aA R f3T 
1 - af3 yr A u' 

I - R YUR ATR af3 
2 - af3 ya AT' 

I R A R R raf3y I RR R af3YA 
3 = T Aaf3y , 4 = af3YA , 

I - R ay R f3A R I - R f3 R y R a 
S - af3YA' 6 - a f3 y' 

17 = RRaf3R af3, IS = R 3. 

Suppose that a relation of the form 
s 
Ib;Ii =0 

i= 1 

(3.1 ) 

(3.2) 

exists in a dimension d greater than or equal to 6. For a 
space-time Qd.p defined in Sec. II, the invariants have the 
values 

II=p(p-l)(p-2),Iz =4p(p-l) 

13 = 2(p - 1 )2p, 14 = 2(p - 1)2pZ, 

Is = pep - 1 )3, 16 = pep - 1 )3, 

I7=p2(p-l)3,Is =p3(p-l)3. 

(3.3 ) 

The relation in Eq. (3.2) thus becomes an equation of degree 
6 in p, namely 

pep - 1){bgp4 + b7p3 + (2b4 + bs + b6)pz 

+ (b l + 2b3 - 2b4 - 2bs - 2b6 )p - 2b l 

+ 4bz - 2b3 + bs + b6} = 0. (3.4 ) 

By assumption Eq. (3.2) holds for any space-time in d 
dimensions, in particular for each Qd,p with 1 <.p<.d. Hence 
Eq. (3.4) must have roots p = 1,2, ... ,d. Moreover we see by 
inspection that p = ° is also a root of Eq, (3.4). Hence Eq. 
(3.4) has at least (d + 1) roots. Thus if d > 5 then Eq. (3.4) 
is a polynomial equation of degree 6 with more than six 
roots, and hence must be trivial. We then have 

b7 = bs = 0, 

2b4 + bs + b6 = 0, 

b l + 2b3 - 2b4 - 2bs - 2b6 = 0, 

- 2b l + 4b2 - 2b3 + bs + b6 = 0. 

( 3.5a) 

(3.5b) 

(3.5c) 

(3.5d) 

By considering further specific space-times we may 
show that all the b i must vanish. First consider a space-time 
with metric 

ds2 = dt 2 _ (t 4/3 dxi + t 4/3 dx~ 

+t-2/3dx~ +dx~ + ... +dx;). (3.6) 

This is the direct product of a Kasner space-time in four 
dimensions with a (d - 4) -dimensional Euclidean space
time. We find for this space-time 

( 3.7) 

II = - m( 1/t 6
), 12 = - m( 1It 6

). (3.8) 

Equation (3,7) implies that 13 = 14 = .. , = Is = 0, and 
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hence on substituting (3.8) into (3.2) we find 

b l = - 2b2 . (3.9) 

Equations (3.5a)-( 3.5d) together with (3.9) then yield 

b l =b2 =0, (3.10) 

b3 +b4 =0. (3.11) 

Next we consider a space-time with metric 

ds2=dt 2-t(dxi +dx~) - (dx~ + ... +dx;). 
(3.12 ) 

We find after some calculation that for this space-time (3.2) 
becomes 

b3 + 3b4 + b6 = 0. 

From (3.5b), (3.11), and (3.13) we obtain 

bs =0. 

(3.13 ) 

(3.14 ) 

Finally we consider a space-time with metric 

ds2=dt 2-t(dxi +dx~ +dx~) - (dx~ + ... +dx;). 
(3.15 ) 

We find that in view of the relations already found between 
the bi' this space-time will only satisfy (3.2) provided 

b3 =b4 =b6 =0. (3.16) 

To sum up, if the relation (3.2) is to be valid for a gen
eral space-time in d dimensions with d> 5, we must have 

b, = 0, i = 1, ... ,8. (3.17) 

In other words there is no nontrivial relationship among 
11,12, ... ,18 in more than five dimensions. 

IV. CONCLUSIONS 

We have proved that a relation of the form (2.1) does 
not exist for a dimension greater than or equal to 4, and a 
relation of the form (3.2) does not exist for a dimension 
greater than or equal to 6. 

Although these proofs have dealt with invariants qua
dratic and cubic in the Riemann tensor, it seems clear that 
one could construct a similar proof for invariants of any 
order n in the Riemann tensor (without derivatives), show
ing that relationships among them would only be possible up 
to some maximum dimension of space-time. In fact, assum
ing such a proof exists, we can immediately determine this 
maximum dimension. It is clear that upon substitution of the 
curvature tensor for Qd,p into the invariants of order n in the 
Riemann tensor, the highest power of p which occurs in the 
equation analogous to (3.4) is p2n (from the invariant R n). 

One of the roots of that equation is guaranteed to be p = ° 
because each term which contributes to an invariant, after 
substituting Eq. (2.2), contains at least one factor of p given 
by a contraction over the metric of the p-dimensional maxi
mally symmetric subspace in Qd,p' Since each Qd,p with 
1 <.p<.d is a particular example of a d-dimensional space
time, the equation of order 2n in p must have the d + 1 roots 
p = O,I, ... ,d. Therefore, if d + 1> 2n, then all the coeffi
cients of the polynomial must be zero. It seems likely that 
one can then prove, as in Sec. III, that there can be no nontri
vial linear relationship among the invariants of order n in the 
Riemann tensor. Therefore it is plausible that the maximum 
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dimension of space-times in which linear relations can exist 
among invariants of order n in the Riemann tensor (without 
derivatives) is given by 

dmax = 2n - 1. ( 4.1 ) 

For a renormalizable quantum field theory in a curved 
space-time of 2n dimensions, the counterterms which de
pend only on the Riemann tensor (and not its derivatives) 
must be of order n in that tensor, so that the action remains 
dimensionless. From Eq. (4.1), these counterterms are lin
early independent. Although our rigorous proof extends 
only up to six dimensions, if as we have argued Eq. (4.1) is 
valid for all n, then these counterterms are always linearly 
independent. 

Our conclusions concerning the linear independence of 
the counterterms not containing derivatives of the Riemann 
tensor should be useful in arriving at the minimal set of coun
terterms for a quantum theory in a curved space-time of 
arbitrary dimension. 
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APPENDIX: INVARIANT CUBIC RELATION IN FIVE 
DIMENSIONS 

In this Appendix, we prove that the relation 

(AI) 

holds in space-times of dimension 5 or less, where C a /3y8 

denotes the Weyl tensor appropriate to the given dimension. 
In Ref. 5, Xu gives a proof of this relation for four-dimen
sional space-times, using spinor methods special to four di
mensions. Here, we give a proof valid in five (or fewer) di
mensions. 

In five or less dimensions, one clearly has the identity 

(A2) 

where [ ... ] denotes antisymmetrization with respect to the 
six contravariant indices only. Contracting between the low
er and upper indices, keeping track of the various permuta
tions, and using the tracelessness of the Weyl tensor, yields 

C a/3 Cy8 CHI - 4ca/3 Cy8 CET} (A3) 
y8 H} a/3 - yE a7J /38 . 

(This can also be obtained by realizing that only two essen
tially different contractions appear, and finding the numeri-
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cal constant, 4, by evaluating each side of the relation for a 
simple metric.) This already gives a relation cubic in the 
Riemann tensor valid in five or less dimensions. By the same 
method, one can clearly obtain similar relations among con
tracted products of n Riemann tensors valid in 2n - 1 or less 
dimensions. 

To show that Eq. (AI) is equivalent to Eq. (A3), we 
show that 

ca/3 C y8 C E7J = 2ca/3 Cy8 C E7J 
8'1 a E y/3 YE a7J /38' (A4) 

First use the cyclic identity 

(A5) 

on the last tensor in the product on the left side ofEq. (A6), 
to obtain 

C a/3, C y8 C E7J = _ C E7J c/3a C 8 y 
iJ7JaE yp yp 7J8 aE 

+ ca/3yecy
li

a7J C
E
7J/3li' (A6) 

Then use the cyclic identity on all three Weyl tensors of that 
same product, obtaining a sum of eight terms cubic in that 
tensor. After a long calculation using the symmetry proper
ties of the Weyl tensor (including the cyclic identity), one 
finds that the eight terms can be reduced to three: 

caP C yli C E7J = 3C E7J cPa Cli y 
li'1 a E y/3 y/3 7Jli a E 

+ ca/3 Cyli C E7J 
yE a7J /3/j 

+ caP cyo C E7J (A7) 
yo E7J ap' 

As we have already proved Eq. (A3), we can write this in the 
form 

ca/3 C y8 C E7J = 3C E7J c/3a cli y 
07JaE y/3 y/3 7Jli aE 

From Eqs. (A6) and (A8), one immediately obtains Eq. 
(A4). The latter, together with Eq. (A3), implies that 

ca/3 C y8 C E7J - Ica/3 cyo C E7J (A9) 
li'1 a E y/3-z yo E7J a/3' 

which is equivalent to Eq. (AI), as was to be proved. In Ref. 
6, we give explicitly the relation involving the Riemann ten
sor that this yields in five dimensions. 
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The method applied by Bellomo and Toscani [J. Math. Phys. 26, 334 (1985) 1 for the 
Boltzmann equation in an infinite medium to establish global results for bounded media with 
partially absorbing boundary conditions is generalized. The method does not require that the 
equilibrium solution be the vacuum state and, accordingly, does not rely on positivity/ 
monotonicity arguments. The growth produced by the nonlinearity is compensated by the 
combined effect of streaming and (partial) absorption (leakage) at the boundary. 

I. INTRODUCTION 

The nonlinear Boltzmann equation describes the evolu
tion of a moderately dense gas whose state is supposed to be 
completely described by the one-particle distribution func
tionj=j(x,v,t) depending on position xEOCR3

, velocity 
vER3

, and time tE [0, T]. In the absence of an external field 
the nonlinear Boltzmann equation reads 

aj +v'VJ=J(J,j). 
at 

(1) 

The flow (streaming) term, v'V J, describes the change 
in the distribution caused by free translational movement 
between collisions, while the nonlinear operator J accounts 
for changes produced by two-particle collisions. 

For interparticle potentials with cutoff, 1,2 J can be actu
ally separated into a difference of two terms, the gain and 
loss operators, respectively: 

J(J,j) = Q(J,j) - IR(j) , (2) 

Q(J,g)(x,v,t) = L, dw 11T/2 de f1T dE B(e,q) 

xj(x,vl,t)g(X,w',t) , (3) 

R(j)(x,v,t) = 1, dw 1'"/2 de f'" dE B(e,q)j(x,w,t) . (4) 

In the expressions above, (v, w) are the precollisional 
velocities, (Vi, Wi) are the postcollisional velocities, and the 
angles E and e are, respectively, the polar and azimuthal 
angles of Vi in a spherical coordinate system with z axis in the 
direction of q = w - v. Namely, 

Vi = V + (n'q)n, Wi = W - (n'q)n , (5) 

where n is a vector in the plane of the collision which bisects 
the angle formed by v - wand Wi - Vi. Taking into account 
the definition of e, it follows that n'q = q cos e. The collision 
kernel B (e,q) is determined by the interparticle potential; in 
what follows, we shall suppose that B satisfies the inequali· 
tyl: 

I .B(e,q) I<Fl+q, 0<15<1. 
sm e cos e qO 

(6) 

a) Present address: Engineering Physics and Mathematics Division, Oak 
Ridge National Laboratory, Oak Ridge, Tennessee 37831. 

Condition (6) is fulfilled for both soft and hard interactIons 
including the hard sphere model; in the latter case, 15 = O. 
Supplemented with an initial (or initial and boundary) con
dition( s), the evolution equation (1) generates an initial
value (or initial-boundary value) problem to be solved--or, 
at least, to be proven solvable-in a suitable functional set
ting. 

More than a hundred years after the proposal of the 
nonlinear Boltzmann equation, the global unique solvability 
question is still unanswered in full generality. 

For simplified versions (mainly homogeneous3 and dis
crete4,5 models) global existence proofs have been provided 
in various settings at a satisfactory degree of generality.5-8 
Lately, global existence proofs for the full nonhomogeneous 
Boltzmann equation have been essayed in the framework of 
nonstandard analysis, 9,10 but their relevance for the classical 
solutions is still under investigation. 

The global results for the full equation in classical set
tings could be obtained only under certain restrictive condi
tions on the scattering kernel and/on the data. The state of 
the art has been surveyed in Refs. 11 and 12. The major 
difficulty in getting global existence results for the nonho
mogeneous Boltzmann equation comes from the absence of 
an adequate controlling mechanism for the possible growth 
induced by the nonlinear gain term. Several compensating 
effects have been proposed, such as mollification, 13 rarefac
tion, 14,15 discretization,4,6-8 or closeness to equilibrium. Be
cause of the difference in techniques, in the last category we 
distinguish between the equilibrium represented by the non
trivial Maxwellian state and the vacuum (zero) state. In the 
latter case, one takes essential advantage of positivity and 
point estimates. In principle, the compensation of the non
linear gain term must come from the loss term. Unfortunate
ly, the presently available formalisms are not able to take 
best advantage of the potential cancellation of the two terms, 
since the minus sign is lost in the estimation of the norms. It 
is not clear whether this is due to the lack of refinement of the 
used techniques or to an intrinsic difficulty of the equation 
itself. Some comments on this point can be found in Ref. 16. 

Another possible compensation may arrive from the 
flow term - v'V J, whose net eventual effect (at least in an 
infinite medium) is a local rarefaction of the gas. 
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The idea to use the flow term as a compensating term for 
Q( J,f) seems to have been introduced by Tartar. 17 Differ
ent versions have been used lately by Illner and Shinbrot,14 
Bellomo and Toscani, 18 and Hamdache. 19.2o 

The aim of this paper is to extend these results to bound
ed media. In this case, the compensation will arrive from the 
combined effect of the free streaming and the leakage 
through the surfaces. 

Notwithstanding technical differences, all approaches 
used so far have applied a unique strategy: (1) choose the 
functional setting such that it be closed to linear operations 
and to the quadratic operation described by Q(J,f); (2) 
find a convenient norm estimate of the nonlinear term which 
includes the possibly compensating factors; and (3) apply 
the contraction principle and the fixed point theorems by 
appropriately varying the compensating factors. 

So far, the compensating factors have been essentially 
the norm of the departure of the initial state from the equilib
rium state. When the equilibrium state is the vacuum, this 
norm depends on the initial state of rarefaction of the gas 
(expressible in terms of density, mean free path, etc.) and on 
the aggregating properties of the intermolecular potential. 
In this paper two new parameters will control the norm and 
its time evolution: the spatial dimension of the body and the 
absorption coefficient at the boundary. The smallness condi
tion on the initial data is propagated at subsequent times by 
using the method of the characteristics. The results have 
been announced in Ref. 21. 

II. STATEMENT OF THE PROBLEM AND NOTATION 

We shall consider the initial-boundary value problem 
for the nonlinear equation (1) in three situations. 

Problem A: The spatial domain n is the parallelepiped 
{2a 1,2a2,2a3 } and the boundary conditions are partially pe
riodic: 

f( + aov,t) = af( ± aov,t), Vi ~O, 

i = 1,2,3, O';;;a < 1. (7) 

The accommodation coefficient a is related to the absorptive 
properties of the boundaries. The case a = 0 describes per
fect absorption. The case a = 1 (perfect periodicity) is not 
included in the present treatment. 

Problem B: The spatial domain n is the parallelepiped 
{2a 1,2a2,2a3 } and the boundary conditions are partially 
specularly reflecting: 

f( ± aov,t) = f( ± aov - 2(v'n)n,t) , 

i = 1,2,3, O.;;;a < 1 , (8) 

where n is a generic notation for the exterior unit normal on 
the corresponding faces of n. 

Problem C: The spatial domain n is the semi-infinite 
medium {xElR3lxl <a} and the boundary conditions are 
partially or perfectly specularly reflecting: 

f(O,v,t) = af(O,v - 2(v'e l )el,t), O.;;;a.;;; 1, (9) 

where el is the exterior unit normal on the plane x I = O. 
The free-streaming operator, - v'V x' with any of the 

boundary conditions (7)-(9) in the corresponding geome
tries generates a Co semigroup of positive contractions, 
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U(t). (For recent proofs in general settings see Refs. 22-
24.) 

The common feature of the problems A-C is that the 
action of the semigroup U(t) can be explicitly computed for 
each of them as follows: 

(A) (U(t)f)(x,v) = I alj~/,(x + ja - vt,V) , (10) 
jeZ' 

j = CiI,j2,j3)E7}, (11) 

ja = (2a l jl,2a2j2,2a3j3) , (12) 

Ijl = Ijll + Ij21 + Ij31 . (13) 

(B) (U(t)f)(x,v) = I a1j!f(xj +ja-vjt,vj ), (14) 
jeZ' 

Xj = (( - 1/'xl>( _l)hX2,( _l)hX3 )· (15) 

(C) (U(t)f)(x,v) =f(x - vt,v) + af( (x - vt) 

- 2((x - vt)·edel,v - 2(v'e l )el ) . 

(16) 

The functions appearing in formulas (10), (14), and 
(16) are always to be understood as functions with spatial 
support contained in n. In other words, f = 0 if the spatial 
argument does not take values in n. 

Using the semigroup U(t) the solution of the original 
problem (1) with initial condition 

f(x,v,t = 0) =fo(x,v) (17) 

can be formally written in mild form as 

f(x,v,t) = (U(t)fo)(x,v) 

+ L ds( U(t - s)J(f(s),J(s»))(x,v) . (18) 

The integral form ( 18) is much better suited for the kind of 
arguments we shall develop; however, it will provide only 
mild solutions to the original problem. 

We shall present in detail problem A. Problem B can be 
worked out along the same lines. At the end, we shall sketch 
the proof for problem C. 

Let d = max(a l,a2,a3) and, for any set E, let Cb (E) be 
the space of bounded continuous functions defined in E. 

The functional setting for problems A and B will be the 
Banach space: 

lBr = {fECb (nXlR3XlR+ ) 

X [{(x,v,t)(1 + (1ld 2) Ix - vt 12)erV ] -I 

ECb (nXlR3 XlR+)} , (19) 

with the norm defined by 

Ilflls, = sup Ij(x,v,t) 1(1 + (1/d 2
) Ix - vt 12)exp(rv2) . 

(x,v.n 

For problem C we shall use the space 

lBh•r = {fECb (nXlR3XR+ ) 

(20) 

X [If(x,v,t) le?"2] -I.;;;ch( Ix - vt)}, (21) 

where h is a given strictly positive function in Cb (R + ) and 
the constant c may depend on! 
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In order to apply the contraction mapping principle, we 
need some technical results which we shall summarize in the 
next section. 

III_ ESTIMATES FOR THE FREE-STREAMING 
SEMIGROUP AND FOR THE COLLISION OPERATOR 

Lemma 1: U(t) maps B, into B,. 
Proof: For any qJEB" there is a constant K such that 

(U(t)qJ)(x,v)<;;;K I aIJle-r'v2Xn(x+ja-vt), (22) 
jEZ3 

where X n (x) is the characteristic function of the domain 0: 

{
I, xEfi, 

Xn (x) = 0, xEfO. (23) 

Now consider the function 

fa (Xl) = I a lfIX](2f_l)al,(2f + I)a, I(X 1 ) , 
fEZ 

and let us define 

Ma =maxak(l + (2k+ 1)2). 
k>O 

Then we have 

fa (xl)<;;;Ma(l + (1/a~)x~)-I. 

(24) 

(25) 

(26) 

Proceeding in a similar way for X 2 and X3 and collecting the 
results, we get 

(U(t)qJ)(x,v)<;;;Ke- N M;(1 + (l/d 2 )X2)-I, (27) 

which concludes the proof. 0 
Lemma 2: Let u and w be two orthogonal vectors, 

lui> 0, Ivl > O. Then for any a > 0, any xER3
, and any tER + ' 

the following inequality holds: 

l' (1 + a2 1x + Wf)-I(1 + a21x + wsl 2) -I ds 

<;;; 1T J.. {_1_ + _1_ + 1 } . (28) 
1 + a2x2 a lui Iwl lu + wi 

Proof' This Lemma is a particular case of Lemma 1 in 
Ref. 20, where the proof can also be found. 0 

Lemma 3: Letj,gEB,. Then, under the hypothesis (6) 

l' ds(U(t - s)[Q(f(s),g(s») - f(s)R (g(s»)])(x,v)EB, . 

(29) 

Moreover, 

II l' ds( U(t - s)Q (f(s),g(s»)) (x,v) II 
<;;;12FdrS{;"Na IIfllllgll , 

Ill' ds( U(t - s)[f(s)R (g(s»)]) (x,v) II 
<;;;4FdrS{;"Na llfllllgll , 

where 

Na = max a xl2 ( 1 + X2)2, 
x>O 

S = sup i 1 + q e - r'w2 dw . 
/),' -.6+ 1 

veR3 R3 '1 
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(30) 

(31) 

(32) 

Proof: Letf,gEB,. Then 

IQ(j,g)(x + ja - v(t - s),v,s)1 

I
f frr/2 f2rr 

= JR3 dw Jo de Jo dE B(e,q) 

xf(x + ja - V(t - s),v',s)g(x + ja - v(t - s),w',s) I 

<;;; f dw f
rr/2 

de f2rr dE B(e,q)-Ilfllllgil 
JR3 Jo Jo 

( 
1 )-1 - 1 +-;j2lx +ja - vt+ (v - v' )sI2 oe-

h2 

( 
1 )-1 X 1+-;j2lx+ja-vt + (v-w' )sI2 oe-r'w'2. 

(33) 

From (6), (10), and (33) it follows that 
U(t - s)Q (f(s),g(s) )(x,v) is bounded by 

We can now evaluate 

If ds( U(t - s)Q (f(s),g(s) )(x,v» I 
<;;; I aljl f' dsIQ(j,g)(x + ja - v(t - s) ,v,s) I 

jEZ' Jo 
XXn(x + ja - v(t - s») 

<;;;4Na f'ds i dw f
rr12 

de Jo R3 Jo 
xfrr dEB(e,q)lIfllllglle-N'e-r'w2 

X(1 + (1!d2)lx-vt+ (v-V')SI2)-1 

-(I + (1/d 2 )lx - vt + (v - W')SI2)-I, 

where we have used that Ijl;;. ljal/2d , 

and 

(35) 

(1 + (l/d 2)ljaI 2)(1 + (l/d 2)lx-vt+ja+ (v-V')SI2) 

;;.! (1 + (l/d 2
) Ix - vt + (v - V')SI2). (36) 

Due to the geometry of the binary collisions, the vectors 
v - v' and v - w' appearing in (35) are orthogonal. Recall
ing that Iv - v'l = q cos e, Iv - w'l = q sin e, and 
Iv - v' + v - w'l = q, we have 

1 1 1 
I v - v'I + Iv - w'l + Iv - v' + v - w'l 

~ 3 (37) 
""qcosesine 

Taking into account (36) and (37), exchanging the order of 
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integration and applying Lemma 2 in (35), we obtain 

( dw (1T12 d() (21T dEB«(),q)e-?-w2 

JR' Jo Jo 

xl' (1 + (lld 2)lx-vt+ (v-V')SI2)-1 

·(1 + (lld 2)lx-vt+ (v-W')SI2)-1 

<,3dF1f3. 1 • ( 1 + q e-?-w' dw 
1 + (lId 2) Ix - vt 12 JR3 ql +[j 

3Fdff3S[jr 
" (38) 

1 + (l/d 2)lx-vtI 2 

Analogously, letf,gEBr . Then IUCt - s) [f(s)R (g(s»)] I is 
bounded as in (34). 

Therefore proceeding as in the first part of the Lemma: 

If ds( U(t - s) [j(s)R (g(s»)]) (X,v) I 

and 

,I a lJ1 f' dsljR(g) I(x + ja - vCt - s),v,s) 
JEZ' Jo 

XXn(X + ja - v(t - s») 

,4Na II fllllgile - ?-v2(1 + (lId 2) Ix - vt 12)-1 

. f' ds ( dw (1T12 d() (21T dE B «(),q) 
Jo JR' ~ Jo 

x(1 + (l/d 2)lx-vt-qsI2)-le -?-w' 

i 1

1T12 121T 
dw d() dE B«(),q)e -?-w' 

R' 0 0 

X f ds(1 + (lld 2
) Ix - vt - qsI2)-1 

<,Fdff3S[j,r . 

IV. THE CONTRACTION MAPPING PRINCIPLE 

D 

The estimates calculated in the preceding section will 
allow us to show that for certain initial conditions one has a 
contraction property for a nonlinear mapping related to Eq. 
(18). 

Let us consider the evolution equation (1) without the 
loss term, i.e., 

(39) 

with initial conditionfo. The (formal) mild solution of (39) 
IS 

f(x,v,t) = (UCt)fo)(x,v) 

+ f (U(t-s)Q(f(s),j(s»))(x,v))ds. (40) 

For any ~EBr' we define the operator A by the formula 
(40), i.e., 

(A~)(x,v,t) = (UCt)~o)(x,v) 

+ f ds( U(t - s)Q (~(s),~(s) ))(x,v) , 

(41) 

where ~o(x,v) = ~(x,v,O). From the previous estimates, it 
is easy to see that A is a well-defined operator from Br into 

Proposition 1: If O<'~oECb (OXR3
) and ~o(x,v) 

<,Ke - ?-v
2
, where 

(42) 

then A satisfies the contraction mapping principle on ]I)K' 
where 

(43) 

Proof: Since ~o<,Ke- ?-v
2
, we have, by Lemma 1, that 

(UCt)~o)(x,v) <,KM!e - N(1 + (lId 2) Ix - vt 12)-1, 

therefore 

(44) 

Moreover, by using Lemma 3, inequality (44) and condition 
(42), we get for~EDK' 

Ill' ds( U(t - s)Q(~(s),~(s»)) (x,v) 

<, 12Fdff3S[j,rNa '411 U(t)~0112 

<,48Fdff3S[j,rNaKM ! II U(t)~oll <, II UCt)~oll . 

Therefore 

implying that A~ED K • 

(45) 

We shall now prove that A is a contraction mapping on 
]I) K with respect to the norm (20), provided (42) is satisfied. 

Let ~,1/JEDK' Then 

IA~ - A1/'1 (x,v,t) ,fdsl U(t - s)Q (~(s),~(s») - U(t - s)Q (1/'(s),1/'(s») 1 (x,v) 

1143 

<, f'ds I a lJ1 (, dw (1T12 d() (21T dE B«(),q){~ (x + ja - v(t - s),v',s) 
Jo jEZ' JR Jo Jo 

·I~ - 1/'1(x + ja - v(t - s),w',s) + 1/'(x + ja - vet - s),w's) 

·I~ - 1/'1(x + ja - vet - s),v',s)}Xn(x + ja - v(t - s») 

= Sa' ds[ I (U(t - s)Q (~(s),I~ - 1/'1 (s) ))(x,v) I + I (UCt - s)Q (I~ - 1/'1 (s),1/'(s) )(x,v) I] . 
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From this point on, taking into account the first of (30) 

IAqJ - At/JI (x,v,t) 

<411U(t)qJollllqJ - t/J11(1 + (lid 2) Ix - vt 12)-1 

.e-N·12Fd~So,r 

<48Fd~So,rNaM;'K IlqJ - t/JII ' 

which proves the proposition. 

V. THE ITERATION SCHEME 

(46) 

The contraction principle derived in the preceding sec
tion solves the "auxiliary" Boltzmann equation (39) which 
is obtained from the original Eq. (I) by removing the loss 
term - fR (I)· It is natural to expect that restoring the 
original equation by reintroducing the loss term will not af
fect the existence result. 

The method was first introduced by Kaniel and Shin
broes and soon became a standard procedure. 14,26 We re
mark that the method takes essential advantage of positi
vitylmonotonicity arguments and, as a consequence, could 
be applied so far only to situations in which the equilibrium 
solution is the vacuum state. 

Let 0 < T < 00 and let 10 and Uo be two functions in lD K 

such that O</o(x,v,t) <uo(x,v,t) pointwise. 
We define recursively two sequences, Ik and Uk' as solu

tions of the equations 

(47) 

(48) 

Ik + 1 (x,v,O) = uk + 1 (x,v,O) =/o(x,v); k = 1,2, ... , (49) 

where/o(x,v) is the initial value distribution of the problem 
to be actually solved. At any step, Ik and Uk are solutions of 
simple linear systems for which the existence and uniqueness 
theory is a settled issue. 22

-
2s Moreover, if the pair (lo,uo) 

satisfies the beginning condition,29 viz. 

(50) 

then the solutions of the systems (47)-( 49) are unique, be
long to lDk' and satisfy the inequalities 

The argument in Ref. 29 shows that, when the two sequences 
converge to the same limit 1= lim Uk (t) = lim Ik (t), this 
limit is the mild solution of the nonlinear Boltzmann equa
tion (I) with initial condition (17). Summarizing, we can 
propose the following. 

Theorem 1: Let O</oECb (nXR3
) and lo(x,v) 

<Ke-?v2
, with 

(52) 

Then ProblemA has a unique, non-negative global mild so
lution. 

Proof Take 10 = O. The beginning condition reduces to 

(53) 
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Since 10 == 0, Eq. (48) gives 

ul(x,v,t) = (U(t)uo(O»)(x,v) 

Choose 

+ L ds( U(t - s)Q(uo(s),uo(s»)) (x,v) 

= (Auo)(x,v,t) . 

uo(x,v,t) = 211UCt)/011e - N(1 + (lId 2) Ix - vt 12)-1 

and recall that K satisfies inequality (52); then uoElD K, and, 
since A maps lD K into lD K' 

0<u 1 (x,v,t)e + N(1 + (lId 2) Ix - vt 12) 

<llulll = IIAuoll<211U(t)/oll ' 

which proves the beginning condition (53). 
Now we prove that the limits ofthe monotone sequences 

Uk and Ik are equal. 
Owing to Eqs. (47) and (48), these limits satisfy 

I(x,v,t) = (UCt)/o) (x,v) + L ds( UCt - s) [Q(/(s),l(s») 

- u(s)R (/(s»)] )(x,v) , (54) 

u(x,v,t) = (UCt)/o)(x,v) + LdS(U(t-S)[Q(U(S),U(S») 

-/(s)R (u(s»)]) (x,v) . (55) 

Therefore since 1< u: 

(u -I) (X,v,t)<L ds( U(t - s) [Q(u(s),(u -I) (s») 

+ Q(u -/)(s),l(s») 

+ l(s)R (u -/)(s»)] )(x,v) . (56) 

Now, apply inequalities (30) to (56), recalling that 11I11 < Ilu II 
<211 U(t)/oll ' 

Ilu -/11<411 UCt)/oll'12Fd~So,rNa 'lIu -III 

+ 21IUCt)foll'4Fd~So,rNa Ilu -III 

<56Fd~So,rNaKM; Ilu -III· (57) 

When (52) holds, (57) implies u = I. 

VI. CONCLUDING REMARKS 

We have proved a global existence theorem for the non
linear nonhomogeneous Boltzmann equation in 3-D-paral
lelepipedic geometry with partially absorbing-partially peri
odic boundary conditions (problem A). 

From a technical point of view the result falls into the 
area of point-estimate results, based on positivity Imonotoni
city arguments. While implementing these arguments, we 
have used the explicit form of the free-streaming evolution 
semi group and the fact that the equilibrium state of the sys
tem is the vacuum (zero) state. This explains the choice of 
both the geometries and the accommodation coefficients 
which do not include the conservative case (a = 1). For the 
case a = 1, the constant K in Proposition 1 becomes zero. 

Conservative boundary conditions (a = 1) have been 
studied in different functional settings and with different 
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techniques27
-

29
; the two types of results can be considered 

complementary . 
The constant K appearing in Proposition 1 and in 

Theorem 1 controls the norm of the initial data for which the 
global existence results can be proved. It is essentially a 
smallness condition on the initial data (closeness to equilib
rium) of the same type like those imposed in Refs. 8,14, 15, 
18, and 20. The noticeable difference in our condition (42) is 
that two new parameters control the value of the constant K: 
the typical dimension of the body in which the gas evolves, d, 
and the accommodation coefficient at the surface of the body 
a. The dependence of K on d and a supports the physical 
intuition. The smaller is d and the higher the absorption 
(Le., the smaller is a), the larger is the expected compensat
ing effect and, therefore, the larger is the class of allowed 
initial conditions. 

The method used throughout this paper can also be ap
plied to any spatial domain with partially absorbing-partial
ly backward reflecting walls including the purely absorptive 
walls (a = 0) (see Ref. 30). 

The technical reason for this is that the free-streaming 
semigroup for partial backward reflection maintains the 
functional dependence on the spatial variable31 which is es
sential for our estimates. Certainly, this does not apply to 
specular reflection in domains other than parallelepipedic 
and to any diffuse reflection. 

Obviously, one can solve the exterior problem with par
tially absorbing-partially specularly reflecting boundary 
conditions for rather arbitrary domains. 15 

With minimal changes, the proof applies to problem B 
and to variants of problems A and B in one or two dimen
sions (infinite slab, infinite prism) with boundary condi
tions analogous to (7) and (8). 

A slight modification is required when dealing with 
problem C (0 = {xER3/x l <O}). For any hELI(R+) 
nCb (R+), h > 0, one defines then the space 

Bh,r = {jECb (OXR3 XR+ )/lj(X,v,t) I 

<ch ( I x - vt I ) e - ,.zv'} 

endowed with the norm 

From this point on, the estimates in Lemma 1 and Lemma 3 
follow as in Ref. 26, with the action of the free-streaming 
semigroup replaced by ( 16). In this case, due to the form of 
the semigroup, perfect reflection can be included. 

The results can be generalized as to allow a much slower 
decay of the data at large velocities. Instead of the Maxwel
lian e - ,.zv', one may use powerlike decays of the form 
(1 + v2

) -k, k> (3 - 0)/2 (see Refs. 20 and 26). The esti
mates become more elaborate but not less straightforward. 
Also, depending on the functional space chosen to solve the 
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problem in, slightly weaker cutoff conditions may replace 
( 6) (see Ref. 24). 
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The results of numerical investigations based on series analysis indicate clearly that the method 
of phantom fields constructs nontrivial, self-interacting scalar Euclidean boson field theories. It 
is found that these continuum theories arise as the scaling limit to normal critical points of 
lattice statistical mechanical models. The character of these theories is numerically 
indistinguishable from that of a classical theory on the lambda line near the tricritical point. 

I. INTRODUCTION AND SUMMARY 

Recently Baker and Johnson 1 announced a procedure 
for the construction of a nontrivial, self-interacting, Euclid
ean boson field theory in four dimensions. In a subsequent 
paper2 it was proven their method, the method of "phantom 
fields," constructs a theory which has all the usual properties 
of a field theory. The exception is rotational invariance 
which was not proved because a lattice based ultraviolet cut
offwas used, although current information is consistent with 
rotational in variance. 

Two important properties have not yet been treated in 
detail. The first is the question of nontriviality and the sec
ond is the question of in principle computability by series 
methods of the resulting field theory. It is the purpose of this 
paper to study numerically these two questions. The second 
question, if answered in the affirmative (in a more detailed 
manner than we can treat it), implies unique limits to the 
limiting processes described previously2 but does not ad
dress the question of, for example, lattice independence. We 
do answer numerically the computability question to a suffi
cient extent to allow us to treat numerically the question of 
nontriviality. De Carvalho et aU have suggested, but not 
proved for our case, that for a four-dimensional self-interact
ing Euclidean field theory to be nontrivial, the critical in
dices of the corresponding statistical-mechanical, critical
point theory must be classical without logarithmic 
corrections. Our results are in fact in accord with their sug
gestions and the resulting theory we obtain is nontrivial and 
has, within fairly small numerical error, the aforementioned 
properties. 

We concentrate our numerical work on the Blume4
-

Capel5 model in four dimensions, which is a special case of 
the phantom field method. In order to calculate its proper
ties we rely on the analysis of high-temperature series.6-8 We 
consider the region along the lambda line near where it runs 
into the tricritical point. Put otherwise, we look at a range of 
parameters where, in the continuum limit, the renormalized 
four-line coupling constant is positive (and goes to zero at 
the tricritical point). 

The main results of this analysis are that there are val
ues, of the parameter S, which characterizes the Blume-Ca
pel model, for which the high-temperature series expansions 
determine a continuum limit which represents a nontrivial 
self-interacting Euclidean boson field theory in four dim en-

sions. The characteristics of this theory seem to agree with 
the classical exponents (mean-field and Ornstein-Zernike 
theories). 

In the second section of this paper we introduce the 
phantom field model and attendant notation. We show how 
the Blume-Capel, or hyper-strong-coupling limit fits in the 
phantom field picture. We also discuss briefly the nature of 
the high-temperature series and their employment in the 
analysis of the continuum limit. 

In the third section we analyze the magnetic susceptibil
ity X and the correlation length S 2. In terms of the high
temperature expansion variable K in the limit as the critical 
point is approached, 

X ex: (Ke - K) - Y, sex: (Ke - K) - v (1.1 ) 

define the critical indices yand v. We find that as a function 
of K, X may ha~e a confll!..ent singularity which diverges like 
(Ke - K) - Y+ '\ where a=0.25 ± , but it is very weak and 
mayor may not be present. We estimate that in the range of 
field theoretic interest for the hyper-body-centered-cubic 
lattice y= 1.00 ± 0.02, where 1.00 is the classical value. We 
find for S 2 that there is not much evidence for a confluent 
singularity. If one exists, it must be weak. We estimate 
2v = 1.00 ± 0.02, where 1.00 is the classical value. In addi
tion we have used these analyses to determine Kc (S). As a 
further study, in preparation for latter sections, we have 
computed Xes 2). This study has the advantage that the sin
gular point is known to be S 2 = 00. For convenience6 we use 
the argument x, S 2 = O.lx/ (1 - x) so s 2 = 00 corresponds 
tox = 1. Here we estimate y/2v = 1.00 ± 0.01 where 1.00 is 
the classical value. No real evidence for a confluent singular
ity was found. If one exists, it is rather weak. Corresponding 
results have been obtained for the hyper-simple-cubic lat
tice, but with lower precision. 

In Sec. IV we analyze in various ways J 2X/JH2, where 
H is the magnetic field. As the critical point is approached, 

3
2
X ex: (K _ K) - Y - 2':' 

3H 2 e , 
(1.2 ) 

which defines the critical exponent a. The quantity of most 
interest is the four-line, renormalized coupling constant g, 
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-100v(1_X)2 :;;Z (t2(x»)[a4x2x2(t2(x»)]-' , 

0.3) 

where v is the specific volume per lattice site and a is the 
lattice spacing. We find as a function of the parameter S that 
g traces out a gently curving line which crosses zero going 
from positive to negative as S increases. The portion where g 
is positive corresponds to a nontrivial field theory. The por
tion where g is negative, in the context of the mean-field 
analysis,9 represents a spinodal point which is the analytic 
continuation through a first-order phase transition. This 
theory differs by a change oflimits from that proved2 to exist 
and its significance to constructive field theory is not yet 
clear to us, although field theoretic perturbation theory in 
low order appears able to construct such a case. The numeri
cal example of Baker and Johnson' is of this class. 

In Sec. V we review the implications of convexity and 
how they apply to whether or not the singularities seen in 
Secs. III and IV represent actual second-order phase transi
tions or an analytic continuation to a spinodal point. It is 
shown that a resolution of this question in the neighborhood 
of H = 0 involves the consideration of a 4X I aH 4 and in some 
cases, of course, even higher magnetic field derivatives. 
Mean-field theory gives a specific prediction for the critical 
point limit of a 4x1JH4. From the global point of view a scan 
for the region O<X <Xc, O<,H <, 00 for singularities in X is 
required, although this search can be restricted in Hby use of 
the high-field Griffiths-Hurst-Sherman (GHS) inequal
ities of Ellis et al.1O They also prove that for 1 <,S<,v1 enough 
inequalities hold to assure that a normal critical point oc
curs. Using results of Newman, 11 we have slightly extended 
this range. 

In Sec. VI we give an analysis of the behavior of a 4X I 
aH 4 and we present evidence, making due allowance for nu
merical errors of estimation, that a mean-field prediction for 
a 4xlaH 4 holds. Thus the general mean-field picture9 that 
the variation of S leads to a lambda line of ordinary critical 
points which end in a tricritical point and continue with a 
line of first-order phase transitions appears valid. A surpris
ing detail of mean-field theory, which also appears to be val
id, is the analytic continuation through the phase transition 
along the H = 0 line to a spinodal point. This behavior if 
correct, is contrary to what is known about the up-down 
magnetization phase boundary in the two-dimensional Ising 
model. '2.13 

In the seventh section we report a global scan over K and 
H in the region of S where g > O. We find that the results are 
in accord with expectations and that this region does in fact 
correspond to a normal critical point so the continuum limit 
exists and is in principal computable from the high-tempera
ture series expansion. This result (numerical) answers the 
second of the two questions we set ourselves and completes 
our numerical study with good evidence that the method of 
phantom fields can construct nontrivial, self-interacting sca
lar boson Euclidean field theories in four dimensions. 
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II. PHANTOM FIELD MODEL 

As the purpose of this paper is to examine numerically 
the questions of trivality and computability of the models 
proposed by Baker and Johnson' and proved to exist by Ba
ker,2 it will suffice to consider in detail a particular model. 
Specifically we start with the lattice cutoff version of the 
structure 

Z= f..@'¢(x)exp { - fd4X[(V¢)2 

+ m6¢2 + ,1,0 :(¢6 + b¢4):]} (2.1 ) 

of a scalar, Euclidean, boson field theory. After we introduce 
the lattice cutoff, (2.1) becomes 

Z=M-'f_+oooo"J I}d¢r 

X { 
'" [8 '" (¢r - ¢r + b ) 2 exp -~v -~ 2 
r q {b} a 

+ m6 ¢~ + ,1,0 : (¢~ + b¢: ): ]} , (2.2) 

where M is a formal normalization constant, r ranges over a 
finite portion of the space lattice, {b} is one-half the set of 
nearest neighbor sites on the lattice, v is the specific volume 
per lattice site, e.g., a4 for the hyper-simple-cubic lattice, a is 
the lattice spacing, q is the lattice coordination number, and 
:r: is the normal-ordered product. The normal order prod
uct'4 on a lattice (a> 0) is 

(2.3 ) 

where C is the commutator [¢ - ,¢ +] and, in four dimen
sions is proportional to a- 2

• It is convenient to reexpress 
(2.2) as 

Z=M-' J+ 00" ·fn dUi exp{K I I UiUi+b 
- 00 i i {b} 

- 4 - 6 } - f [AoJ+gOUi +AoUi -HiUd ' (2.4 ) 

where a magnetic field has been added at each site, 

u i = (16vlqa 2K)1I2¢p 10 = Aoq3a6K3/(4096v2
) , (2.5) 

and the value of A is determined by 

S ~ :; x 2 exp( - AX2 - goX4 -loX6 )dx 
(c?,) = 1 = _, 

I S~:; exp( _AX2 -goX4 -AoX6 )dx 

(2.6) 

for Hi = K = O. The parameter K plays the role of the in
verse temperature in the continuous spin Ising model. The 
limit K ~K c- , the critical point, corresponds to the contin
uum limit, a -+ 0, because the correlation length in units of 
the lattice spacing t and the Euclidean mass m satisfy6 the 
relation mat = 1, and t -+ 00 as K -+Kc at an ordinary sec
ond-order phase transition. We will discuss the possibility 
that a triple point might intervene to prevent the computa
tion of this limit by series methods. For the cases we study in 
this report that problem does not arise. 
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The case of (2.4) that we have selected for detailed nu
merical investigation is the hyperstrong, bare coupling-con
stant limit. That is to say, ,1,0 --> 00 before a --> O. By taking the 
normalization condition (2.6) into account, we find that the 
limiting single site spin distribution reduces t05

•
14 

HOCs - S) + t5(s + S)]S -2 + (1 - S -2)t5(S), s;;;' 1 , 

(2.7) 

in the absence of a magnetic field, where 15 (x) is a Dirac delta 
function. The moments of (2.7) are, for zero magnetic field, 

12n + 1 =(s2n+l> =0, 10 =(1) = 1, 
(2.8 ) 

12n=(S2n> =s2(n-l), n;;;,l. 

The various quantities of interest which we will study 
are the magnetic susceptibility X' and the second moment 
definition of the correlation length S 2. They are defined by 

X = .f: (lTolTJ, C = [.f: i2( lTOlT; > ] (8X) -I . (2.9) 

We may deduce from the divergence of these quantities the 
location of the critical point, which as we have remarked, 
corresponds to the continuum limit. Further quantities of 
interest are the renormalized four-line coupling constant g 
and the renormalized six-line coupling constant A. They are 
defined by 

(2.10) 

In subsequent sections we will analyze them by the 
method of high-temperature expansions. These expansions 
are known for general single-site spin distributions through 
tenth order inK. The information for the series for X, S 2, and 
a 2X I aH 2 is given by Baker and Kincaid. 6 That for a 4X I aH 2 
is given by Johnson and Baker. 8 We will also need X for 
general H and that series is directly derivable from Kincaid 
et at.7 

As a function of the parameter S, see (2.7), there are a 
number of significant values for the model. For S = 1, Eq. 
(2.7) reduces to the spin-! Ising model as there are only two 
peaks in the distribution for that case. For S,;;;V2, the Yang
Lee theorem holds (Lieb and SokaI 15

). It is useful to write 
out explicitly the first few terms of 

a2~ = (14 - 3n) + 4qK(14 - 3n )12 + O(K 2
) , 

aH 

a4X 3 
aH 4 = (16 - 151214 + 301 2 ) + qK (61216 (2.11 ) 

+ IOn - 150n14 + 270Ii) + O(K2) , 

which become, on substituting in the moments, 

a
2
X = (S2 _ 3) + 4qK(S2 _ 3) + O(K2) 

~2 ' 

a
4
X = (S4 _ 15S 2 + 30) + qK(6S 4 

aH 4 

- 140S 2 + 270) + O(K2) , 

(2.12 ) 

where q is, as at (2.2), the lattice coordination number. At 

S = [!(15 - /f05)] 1/2= l.541 59807 ... , the a 4XlaH 4 

changes from positive to negative for K = O. At S 

= U (15 + /f05)] 1/2= 3.552 953 05 ... , it changes back to 
positive at K = 0 and remains so for all larger values of S. At 
S = v3 = 1. 732050 8 ... , a 2X I aH 2 changes from negative to 
positive for K = 0 and remains so for all larger values of S. 
This zero is a double zero in K. These signs of these deriva
tives are important in determining the signs of the renormal
ized coupling constants (2.10) as X and S 2 are necessarily 
non-negative by Griffiths inequalities. 16 Of course, we need 
to know the signs and values of the limit as K -+Kc for the 
determination of the corresponding field theory. 

III. ANALYSIS OF THE SERIES FOR THE 
SUSCEPTIBILITY AND THE CORRELATION LENGTH 

We here begin the discussion of our numerical analysis 
with an analysis ofthe series for the magnetic susceptibility X 
and the second moment definition of the correlation length 
S 2 [Eq. (2.9)]. From an analysis of these series we deter
mine estimates of the critical temperature K e , the diver
gence exponent r for X, and the divergence exponent 2v for 
S 2. In a separate analysis, we also estimate the ratio ~rlv. 
The main method of analysis in this section is to compute the 
Pade approximants to the logarithmic derivative of X and of 
S 2. The rationale behind this procedure is that if, for exam
ple, Xa: (Ke -K) -)' for K near Kc> then dlnxldK 
= - rl(K - Ke) + o(K - Ke) -1) for K near Ke. This 

leading order can be well represented by Pade approximants. 
Sample of the series we consider are, for example, 

S = 1. 77 on the hyper-body-centered cubic (HBCC) lattice 

X(K) = 1 + 16K + 257.0632K2 + 4130.069 500K 3 + 66210.94837 K4 + 1061 448.254K 5 + l.699 821 922 X 107K6 

+ 2.722135 043 X 108K 7 + 4.356 595 244 X 109K8 + 6.972 493 233X 10 10K 9 

(3.1 ) 

S2(K) = 2K + 32K 2 + 514.132287 5K 3 + 8260.233 199K 4 + 132 420.5991K 5 + 2122 878.690K6 + 3.399 634 065K 7 

+ 5.444240 577X 108K8 + 8.713 255 847X 109K9 + 1.394507671 X I0 11K 10 + .... ( 3.2) 

For the analysis of the ratio ~rlvit is convenient to consider the series X(x) where we first revert (3.2) to giveK(s 2), next sub
stitute that series inx(K) to give Xes 2), and finally use the transformation [as used in Eq. (1.3)], s 2 = O.lxl( 1 - x), to map 
the critical point S 2 = 00 into the point x = 1, 
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X-lex) = 1 - 0.8x - 0.162 658x2 
- 3.093 68x 1O- 2x 3 

- 4.527 533 372x 1O- 3x 4 
- 8.5472 X 1O-4x 5 

- 2.046432231 X 1O- 4x 6 
- 1.907577 470x 1O- 4x 7 

- 1.248786 254x 1O- 4x 8 

- 1.034627 788x 1O- 4x 9 
- 7.233 145 199X 1O- 5x lO 

- .... (3.3 ) 

The use of the Pade method and the assessment of its appar
ent errors is discussed in more detail in the next section. 

We present in Table I a general survey at H = 0 of the 
more common critical point parameters of the Blume-Capel 
model,4.5 together with their apparent error. This error is 
plus or minus the number in parentheses and is in the last 
digit quoted. For the hyper-simple-cubic (HSC) and HBCC 
lattices, we examine the Blume-Capel model for 1.7 <S < 2.1. 

Anticipating results from subsequent sections, we will 
find that there is a tricritical point at about S, = 1.829 for 
the HBCC lattice and at about S, = 1.939 for the HSC lat
tice. Therefore those results in Table I for S larger than these 
values are likely to be for a spinodal point in a metastable 
region. Those data for S smaller are for a true critical point 
while, of course, S = S, is for the tricritical point itself. As 
we will also see of additional results throughout this paper, 
the results in Table I are consistent with the critical proper
ties of the mean field analysis of Blume et al.9 

The Ke estimates of Table I are determined through 
Pade analyses. We computed Pade approximants to d In Xl 
dK and dIn S 21 dK to obtain estimates oftheKe . Both analy
ses were examined to determine a best Ke for each lattice and 
value of S. Additional analyses beyond what are reported in 
Table I have been made, but we have just reported a repre
sentative sample. The reader should take note that the preci
sion falls at the ends of this range. As will be seen in later 
sections this result is a general feature. Since logarithmic 
corrections to, for example, X 0: (1 - K IKe) -1 are expect
ed3

•
6 for S= 1.0, and none are observed in this range, it is 

logical to suppose that the behavior changes for some inter
mediate value of S. More particularly, in the course of the 

TABLE I. Critical temperatures and exponents for the magnetic suscepti
bility and correlation length on the HBCC and HSC lattices. 

HBCC 
S Kc 2v/y y 2v 

1.7 0.06331 (3) 1.00(1 ) 1.03(3)a 1.0(1 ) 
1.8 0.062309(8) 1.00(1 ) 1.02(2)a 1.01 (2) 
1.829 0.062015(5) 1.000(3) 1.01 (2)a 1.01 (1) 

1.9 0.06129(5) 1.00(2) 1.00(1 ) 1.00(1 ) 

2.0 0.06023(2) 1.00(1 ) 0.99(5)a 1.0(4) 

2.1 0.05917(4) 1.00(1 ) 0.96(6) 1.0(5) 

HSC 

1.7 0.129(1) 1.01(2) 1.05(8) l.l (2) 

1.8 0.1258(2) 1.005(6) 1.04(2) 1.0( I) 

1.9 0.1225(1) 1.00(3) 1.03(1 ) 1.04(9) 
1.9393 0.1212(9) 1.00(3) 1.03(7) 1.03(4) 
1.95 0.1209(6) 1.00(4) 1.02(5 ) 1.03(5) 

2.0 0.119 (5) 1.00 ( 5) 1.0(4) 1.0(2) 

2.1 0.1160(8) 1.00 ( 8) 1.00(7) 1.0(3) 

a Indicates error estimates increased as implied by the Baker-Hunter analy-
sis. 
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analysis of the next section we see some evidence that this 
value is near 1.73. 

A further possible problem in the analysis of these series 
is the possibility of confluent singularities. This situation is 
discussed in more detail in Sec. IV. Here we have employed 
the Baker-Hunter l7 method of analysis which, while de
pending on an estimate of K e , takes account of this possibil
ity. Here X may have a confluent singularity which diverges 
like (Ke - K) - Y+~, where '&=0.25 ±, but it is very weak 
and mayor may not be present. For the function S 2, there is 
not much evidence of a confluent singularity. If one exists it 
must be a very weak one. The values of y and 2v were deter
mined by the aforementioned (d 10gldK) analyses. The er
ror estimates were increased where necessary as indicated by 
the Baker-Hunter analyses. The results are all consistent 
with y = 2v = 1, the mean-field prediction. 

To estimate directly the ratio y /2v, we analyze the series 
of the type Eq. (3.3). A quick look at Eq. (3.3) shows that 
X-I (x) is apparently converging at the critical point, x = 1. 
Direct analyses of this series reveals a zero at x = 1 with an 
error ofless than 1 X 10-4 for the highest orders (using nine 
or ten terms) of Pade approximants. The Baker-Hunter 
analysis about x= 1 results are given in Table I. Note that in 
the current case thex analysis yields a smaller apparent error 
than the d logl dK. 

IV. ANALYSIS OF THE SERIES FOR THE 
RENORMALIZED COUPLING CONSTANT 

The first step in the analysis of any series is to identify its 
salient features. As pointed out in Sec. I, Eq. (1.3), the series 
weareinterestedinistheratio - J 2xlJH21X2s 4. As further 
pointed out, this ratio changes sign at high temperatures 
from positive for S < \13 to negative for S > \13. In fact, 18 J 2X I 
JH2 possesses a double zero inK atS = \13. Numerical stud
ies show that for S < \13 these two zeros occur for complex 
values of K roughly in the directions of plus and minus i. 
They collide at K = 0 for S = \13 and then one moves, as S 
increases, out the positive real axis and the other along the 
negative real axis. The one of physical interest is the one 
which moves along the positive real axis. We follow again the 
transformation of Eq. (1.3) to express g in terms of a vari
able x such that the critical point, when it exists, always 
corresponds to x = 1. It is convenient to use 

G = 0.01 (:4)X2g 

= _ (l_X)2 J
2
X (S2(X»)[X2(S2(X»)]-1 (4.1) 

JH2 

as an object for study since it is finite at x = O. 
We expect, if the field theory is to be nontrivial, that g 

and hence G will be finite for x = 1. One such sample series is 
for S = 1.77 on the HBCC lattice. The reason for this choice 
will be clear later. 
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G(x) = - 0.1329 + 5.316X 1O- 2X + 0.137899503 6x2 + 1.275 148 92X 1O- 3X3 + 9.248 526 797X 1O- 3X4 

+ 2.796 826 869 X 1O- 3
X

5 + 3.133 267087 X 1O- 3
X

6 + 1.812932 607 X 10- 3x 7 

+ 1.449688 782X 1O- 3X8 + 9.731249 025X 1O-4X9 + 7.453 208 147X 1O-4XIO + .. , . (4.2) 

We have analyzed this series by the method ofPade appro xi
mants. 19 The results are displayed in Fig. 1 as well as those 
for S = 1.80 on the HSC lattice. The location of the nearest 
singularity of G(x) can be estimated by the poles of the ap
proximants. This method suggests a singularity in the vicini
ty of x = 1.3-1.4, and so a radius of convergence of the Ma
claurin series for G(x) is estimated to be noticeably greater 
than unity. It will be noticed from the figure that the zero on 
the positive real axis which started from x = 0 at S = 1.732 
has now moved out to about x =0.78. It is this scale of move
ment which reflects the sensitivity of the model to the value 
ofS. 

The Pade approximant [L 1M] to a function/(x) is de
fined by the equations 

[LIM] =PL(x)IQM(x) , 

QM(X)/(X) -PL(X) =O(XL + M+ 1
), 

QM(O) = 1.0, 

(4.3 ) 

where PL and QM are polynomials of degrees Land M, re
spectively. In Table II we list the values of various approxi
mants for S = 1.77 on HBCC lattice at x = 1. The standard 
procedure20 for analyzing the apparent error is as follows. 
First eliminate approximants with defects ([ 515], [6/4], 
and [7/3] in this case). Then examine the sequence of near 
diagonal approximants whereL + M = 9, 10 for the largest 
and smallest values. Here for L + M = 10 they are [3/7] 
and [4/6] andforL+M=9 they are [3/6] and [5/4]. 
Referring to a table of values (not herein reported) we find 
for this case that these extremal properties continue to be 
valid for all values of x between zero and unity. The largest 
difference is between the [3/6] and the [3/7]. These ap
proximants give the upper and lower limits shown in Fig. 1. 
If we examine the difference between these two approxi
mants, we find [by (4.3) ] that it is proportional to x lO

• Next 
the standard procedure is to compare the values of the ap-
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x -0.05 t5 
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X 

FIG. I. G(x) as a function ofx. The solid curve is forS = 1.77 on the HBCC 
lattice and the dotted curve is for S = 1.80 on the HSC lattice. 
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I 
proximants 0 <x';;; 1 to see what the largest coefficient of x lO 

inferred is. Here we find that the largest such coefficient 
occurs at x = 1 and is (times 100) 6.2 X 10- 2

• Thus we esti
mate that G( 1) = 8.14 X 10- 2 ± 6 X 10- 4 for this case, or 
g = 4.07 ± 0.03. A similar analysis has been performed for a 
number of values of S on both the HSC and the HBCC lat
tice. We do not always estimate a symmetrical error bound 
but sometimes there appears to be more error on one side of 
the central value than the other. These results are summar
ized in Fig. 2. Here G( 1) vs S is plotted together with the 
apparent errors and an interpolating line for the central val
ues for each lattice. Note that S = 1.77 for HBCC and 
S = 1.80 for the HSC seem to be roughly optimal in terms of 
the ratio of G( 1) to the apparent error. At S = 1.80 for the 
HSC lattice we estimate G (l) = 0.116 ± 8 X 10 - 3 or 
g = 11.6 ± 0.8. The point G(l) = 0 will be considered in 
more detail in the next section and its relation to tricritical 
phenomena discussed. 

There is a further possible source of error. It might pos
sibly be that the point x = 1 is not a regular point but some 
kind of singular point of G(x). To check this possibility, we 
have analyzed the series (4.2) (and of course the other cases 
as well) by the confluent singularity method of Baker and 
Hunter. 17 In brief, this method assumes 

n 

g(x) = I Ai(l-x) -Yi, (4.4 ) 
i= 1 

where here the singular point is taken as x = 1, and trans
forms the series for G(x) to a series with simple poles at l/Yi 
and residues - A;lYi' which can be analyzed by Pade ap
proximants. The results of this analysis are not definitive, 
but are consistent with the following two possibilities. First, 
x = 1 is a regular point ofG(x). Second, there is some indi
cation that the approach to G (l) might be like (l - x) <P , 

0.5 < ~ < 0.8. In this case, however, the coefficient is negative 
so the curve is hooking upwards. Under these circumstances 
the values quoted for G( 1) may be too low, but the conclu
sion G( 1) > 0 holds a/ortiori. Hence we conclude that there 

TABLE II. Values of the Padeapproximants to G(1.0) forS= 1.77 on the 
HBCC lattice times 100. 

3 4 5 

2 6.92659 7.39657 7.95947 8.09460 
3 7.25602 11.0541 8.100 86 8.14845 
4 7.56506 8.00989 8.13604 8.132 37 
5 7.75189 8.19678 8.13208 8.13533' 
6 7.88467 8.11582 8.14633 
7 7.97007 8.17795 

a Pole at - 0.208 287 with a residue of 5 X 10- 12• 

b Pole at - 0.098 890 with a residue of I X 10- 14. 

c Pole at - 0.558 796 with a residue of - 4 X 10-". 

6 

8.13352 
8.13172 
8.140 23c 
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0.0 

(!) 
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S 

FIG. 2. G( I) as a function of S. The solid curves are the central values for 
the HBCC and HSC lattices and the apparent errors are indicated by + 
signs. 

exist ranges of S for which the renormalized coupling differs 
from zero and hence the theory is nontrivial. 

It is also of interest to consider the behavior of the posi
tive real zero, xo, as a function of S. This behavior can also be 
deduced numerically from the direct Pade analysis of G(x). 
We display, along with the apparent errors, the results of our 
analysis of this quantity in Fig. 3. The point at which the line 
of zeros crosses x = 1 corresponds to G( 1) = 0, which we 
discuss in the next section. We estimate that the crossing 
occurs at about S = 1.829 for the HBCC and at about 
S = 1.939 for the HSC lattice. It is interesting to see that the 
line of zeros passes smoothly to x > 1 which corresponds to 
52 < O. In order to look further at the structure of G(x) we 
have computed 

hex) = G(x)/(1 - x/xo) (4.5 ) 

and plotted h = h ( 1) in Fig. 4. Although the results are not 
definitive, they are least consistent with the idea that h (x) is 
a smooth function so that (1 - x/xo) factors out ofG(x) as 

1.2 

1.1 

1.0 

0.8 

0.7 

0.6 L-_--Ll~LL _ ___L __ L-_ _L.. _ _L _ __1. __ 

1.70 1.75 1.80 1.85 1.90 1.95 2.00 2.05 2.10 

S 

FIG. 3. The positive real zero, XO' of G(x) as a function of S. The central 
values are connected by solid curves and the apparent errors indicated by 
+ signs. 
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FIG. 4. h (1) as a function of S. The solid curves are the central values for 
the HBCC and HSC lattices and the apparent errors as indicated by + 
signs. 

a simple zero. Note that since Xo = 0 for S = V3, h ( 1) = 0 
automatically for that S. 

V. CONVEXITY 

The hyperstrong coupling model discussed in this paper 
is mathematically the same as the Blume4-Capel5 model. It 
is of interest to see how our results compare with the Blume 
et al. 9 mean-field analysis. Briefly, their results, insofar as we 
require them, are as follows. The Helmholtz free energy is, in 
mean-field approximation, given by 

A(M) -A(O) = aM2 + bM 4 + cM 6 + ... , (5.1) 

where 

a=S2/2{3-!J, 

b= (118{3)(S4_~S6), (5.2) 

c= (1/6{3)(!S6_~S8+ioSlO), 

with{3 = lIkT, k is Boltzmann's constant and Tis the abso
lute temperature, andJ = qS 2 K /{3. The critical temperature 
is identified by a = 0, i.e., Kc = q-l, and it is a normal criti
cal point if b > O. This situation prevails if S < V3, indepen
dent of temperature. When we note that c > 0 for all S, 
1 <S < 00, we find a tricritical point for S = V3 and a triple 
point for S> V3, b < O. In this latter case, the triple point 
occurs at a temperature determined by 4ac = b 2 when the 
phases M = 0, M = ± ( - !b / c) 1/2 are in equilibrium with 
each other. For the same value of S at a higher temperature 
determined by Sac = 3b 2 there appear at 
M = ± ( - ~b / c) 1/2 two critical end points at nonzero val
ues of the magnetic field H which are joined by first-order 
transition lines (in the H- T plane) to the above mentioned 
triple point. [For this discussion we require M ~ 1, in order 
that expansion (5.1) be valid.] 

Put more simply, as far as our present work is con
cerned, when b changes sign the critical point at H = 0 
passes through the tricritical point and for b negative lies 
behind a triple point and hence becomes a spinodal point on 
the other side of a first-order phase transition from the point 
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about which our series expansions are constructed. Thus the 
continuum limit would not be accessible by our numerical 
methods. From the computational point of view, as S in
creases from v1, there is a divergent susceptibility at H = 0, 
T = T" the tricritical point, which bifurcates into two criti
cal end points (H #0) at each of which there is a divergent 
magnetic susceptibility. In mean-field theory, the triple 
point which remains at H = 0 is transparent and a simple 
analysis of X ( T) for H = 0 will show only the spinodal point 
with no indication of the passage through the first-order 
phase transition to the, in principle, inaccessible region. Of 
course, as long as b remains positive no such problem arises 
and an ordinary critical point occurs. 

The actual situation is considerably different. It is ele
mentary to show, in the one phase region, that the Helm
holtz free energy, which from thermodynamic consider
ations is convex as a function of the magnetization M, is 
given by 

I (~2 I (~4 J
2

X (~6 A(M) -A(O) =-X - -- - -- -
2 X 24 X JH2 X 

[ 
1 J4X 1 I (J

2
X)2] 

X 720 JH 4 - nX JH2 

(5.3 ) 

for small M. At an actual ordinary critical point, we expect 
from the ideas of thermodynamic scaling that 

(5.4 ) 

for H = 0 as K ..... K e from smaller values of K. The critical 
indices rand D. are susceptibility and gap indices, respective
ly, as we have remarked before. To compare (5.3) with (5.1) 
we see that X ..... 00 as K ..... K e corresponds to a ..... O. The next 
term, b, is generally of order unity so that 3r - 2D. "" O. This 
relation is satisfied by the mean-field values r = I and D. = ~ 

in four dimensions. The renormalization group suggests 
logarithmic corrections, but our discussion here is not a pre
cise one so we will not go into this point now. The third term 
c is also of order unity. However, each of the two terms 
which form the coefficient ofM 6 in (5.3) are proportional to 
(1 - K IKe )2(3y - 21:>.) - Y which diverges roughly like 
(1 - K IKe) - Y. Thus in order for the mean-field picture of 
the tricritical point to hold we must have 

limx~ ~ =10, J4 (J
2 

)-2 
K-Kc JH JH 

(5.5) 

plus sufficient cancellations in the higher-order terms (in 
M) to make a local expansion analysis about M = 0 a valid 
guide to the tricritical behavior. Without such cancellations 
thermodynamic scaling suggests the structure of (5.3) to be 

A(M) -A(O) = (l-KIKe )21:>.-YyB(y) , (5.6) 

where 

( 5.7) 

In addition to the mean-field analysis of the Blume
Capel model described above, a renormalization group anal
ysis has been made, and is reviewed by Lawrie and Sar
bach. 21 If we follow their computations (Chap. 5) but re-
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place the coefficient v of 1/f by v( 1 - K IKe), then the 
behavior parallels that for ,10 implied by the phantom field 
constraint Ao = const in (2.5) when we use the common 
value v = ~ [as defined by (1.1)]. In their Eq. (5.147) this 

behavior means that fJlgl-<I>P., is not an additional scaling 
variable. The resulting theory gives the critical and tricritical 
exponents exactly the same as in the mean-field analysis. The 
logarithmic corrections to the critical exponents are clearly 
absent both along the "lambda line" [S less than the S for 
which J 2X I JH 2 (Ke) changes sign] and at the tricritical 
point. Thus this aspect also agrees with mean-field theory. 
This point is important as theoretical evidence3.22.23 links the 
occurrence oflogarithmic corrections to the triviality of the 
theory. 

Related results have been obtained by Hara et al. 24 They 
show that for spatial dimension d> 4, which is of course not 
our current case, that when [Eq. (2.4)] A, go, Ao are positive 
and whengol A 2 andAol A 3 are small enough, that mean-field 
theory correctly gives the thermodynamic critical indices. 
For example r = 1, a = 0, and D.4 = i, where a is the critical 
index for the specific heat and D.4 is the gap index determined 
by the ratio J 2XlJH2 IX. Their results give a further indica
tion of the relevance of mean-field theory to field theories 
and are in agreement in this respect with the Ginsburg crite
rion.21 

Ifwe use, in addition, Sokal's25 inequality, 2v;>r, which 
follows (has been proved on hyper-simple-cubic lattices) by 
reflection positivity for these models,2 then we find that 
(2.10) becomes 

(5.8) 

Thus the field theory, constructed by the phantom field 
method for these "soft" systems, has no two-particle zero 
energy scattering for d> 4 and hence is triviaf6 since the 
Lebowitz inequalities also hold24 here. 

To investigate the validity of the mean-field picture lo
cally, we compute in the next section the behavior of J4Xl 
JH 4 to see if (5.5) does in fact hold. It is, of course, only 
necessary and not sufficient but ifit fails in a significant way 
then the mean-field analysis is inadequate to describe the 
actual behavior. 

Now consider the scaling forms (5.6). For small values 
of S, I.;;S<vL, we know by the Yang-Lee theorem25 that we 
have a normal critical point at M = 0, K = Ke. By the results 
of Ellis et al., 10 even though the Y ang-Lee theorems fails for 
S> vL, the Griffiths-Hurst-Sherman inequalities and the 
Lebowitz inequalities continue to hold for 1 <S<v1. These 
results assure that a normal critical point continues to exist 
at M = 0, K = Kc and that it is characterized by a divergent 
correlation length and magnetic susceptibility. In other 
words the mass gap goes continuously to zero as K ..... K e

and so the continuum limit is accessible to high temperature 
series methods. Ellis et al.1O in fact prove more; they show 
that as S increases that those same inequalities continue to 
hold for 

coshSH;>(S4 - 2S 2 
- 1)/(S2 - 1), (5.9) 
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where H is the magnetic field variable. Further improve
ments are possible. Using results of Newman, 11 we have been 
able to show that those inequalities again hold for 

2 cosh K>2 - 3S 2 + S4 , (5.10) 

which in the region K < Kc gives a slight improvement over 
S = v'J in the range over which we can rigorously prove the 
existence of a normal critical point and hence a continuum 
field theory. Newman's method should be capable offurther 
extension. 

We increase S and look for a possible conversion of this 
critical point to a tricritical point. The most sensitive crite
rion available is a violation of convexity, i.e., a failure of a 2 A / 
aM 2>0. If this failure of convexity should occur for the re
gion y = 0 (1) where our expansion (5.3) is presumed to be 
valid, then we find by direct computation the necessary con
ditions (based on the first three terms only) are 

alX a4X 17 (a 2x )l 
aHl>O, X aH4>T aH l ( 5.11) 

The first condition corresponds to b<,O in (5.1) and the sec
ond one is necessary that there be a real solution for y. If the 
first condition fails, then A is automatically convex for the 
region y = o( 1) without further consideration. Note that 
the mean-field case (5.5) satisfies (5.11). So long as either of 
the conditions (5.11) fail and the coefficients ofM l ,M 4

, and 
M 6 do not simultaneously vanish [we do not expect this as a 
stronger cancellation than (5.5) would be required], A (M) 
is locally convex in the sector y = 0 ( 1 ). This result does not 
preclude trouble for y = 0(1), which values still scale to 
M = 0 asK--Kc • 

In order to complete our check of the identification of 
Kc as a normal critical point, we note that, by standard ther
modynamics 

alA I 
aM l 

T X(K,H) , 
(5.12 ) 

where X is the magnetic susceptibility in any set of variables 
we choose as convenient. In order to assure that there are no 
other intruding singularities, we must scan the region 
O<,K <,Kc ' - 00 <,H <, + 00 for values of X = 00. This pro
ject is carried out in Sec. VII by use of the series through 
tenth order of Kincaid et al. 7 for M(K,H). The coefficients 

I 

are polynomials in the moments of the single-site spin distri
bution. We first differentiate the magnetization M to get X
Then we note that if we weight (2.7) by eHs

, the moments 
are 

s2(n-1)(1 +r) 
1 = 1 1 = ----'---'---'--° , 2n 1 + (2S - 1 - 1) r ' 

2S 2n - 37 I = ----::--__=_ 
2n - 1 1 + (2S -2 - 1)r ' 

where we have used the notation, 

7 = tanh !HS. 

(5.13 ) 

(5.14 ) 

The substitution of these moments directly into the series 
gives the required results. 

VI. ANALYSIS OF THE SERIES FOR a~/aH4 

Thermodynamic scaling predicts that the quantity a 4X / 
aH 4/(x 3t 8

), which is related to the six-line coupling con
stant,i of Eq. (2.10), should be finite in the limit t -- 00, if 
this limit exists. A convenient quantity to study here is 

A(x) = 1O-4
( :4y x4,i 

- (1- X)4 ;;~(t2(X»)[X3(tl(X»)] -1, 

(6.1 ) 

where x is given as in (1.3) and A(O) is finite. As explained 

in Sec. II for S<[!(15-.JT05)]I/Z, A(O)<O, for 

[!( 15 -.JT05)] 1/2 <S < W 15 +.JT05) ]1/2, A(O) > 0, and 
for S larger A (0) < 0 again. By (5.1 ), (5.3), (4.1), and (6.1 ) 
the coefficient of M 6 in the expansion of the free energy is 

1 ( 1 )4 C = --3 -- [A(x) + lOG l (x)] . 
noX I-x 

(6.2) 

If c is positive finite or infinite, or negative and finite, when 
x-- 1 and G( 1) > 0, then locally (i.e., near H = 0) the free 
energy has the structure of a normal critical point. 

Let us begin by studying A (x) . For S = 1. 77 on the 
HBCC lattice, the series8 is 

A(x) = 7.178 43759 - 11.626799 424x + 3.517 844 534x2 + 1.253 104 024x3 
- 0.477 791 0471x4 

+ 0.122 437 001 Ox5 
- 9.434 831 223 X 1O- 2x 6 + 3.368411 731 X 1O- 2x 7 

- 1.093 361 292 X 1O- 2x 8 

+ 1.214038453XlO- 2x9 -9.115136829xlO- 4x lO + .... (6.3 ) 

We analyze this series in the same general way as we did in 
Sec. IV. In Fig. 5 we show, together with the apparent errors, 
the Pade approximant values as a function of x for (6.3). We 
also show in this figure the corresponding results for A(x) 
on the HSC lattice for S = 1.80. It is to be noted that the zero 
of A(x) which occurred at x = 0 for S= 1.5416 has moved 
to about x = 0.965 for the HBCC case and to about 
x = 0.925 for the HSC case. In Table III we list the Pade 
approximants to A(1) based on the series (6.3). We esti
mate A( 1) = - 0.093 ± 0.02. That the relative error is so 
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I 
large is mainly because, as can be seen from the figure, the 
value is quite small for A ( 1 ). The corresponding result for 
S = 1.80 on the HSC lattice is A(1) = - 0.17 ± 0.03. We 
have performed corresponding analyses for a number of val
ues of S. These results for A ( 1 ) are summarized in Fig. 6 for 
the HBCC lattice and Fig. 7 for the HSC lattice. 

A further feature of A (x) which is of interest is the loca
tion of the zero as a function of S which enters the region of 
physical interest at S = 1.5416. We display our Pade esti
mates of the location of this zero Yo, in Fig. 8 for the HBCC 
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X 
:< 

7.0 

6.0 

5.0 HSC 
" ... / 4.0 

3.0 

2.0 HBCC 

1.0 

0.0 f----------------""~."., 

-1.0 '-----'---'---'----'---'-----"-----'---'----' 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

X 

FIG. 5. A(x) as a function ofx. ThesolidcurveisforS = 1.77 on theHBCC 
lattice. The apparent errors are indicated by + signs. The dotted curve is 
for S = 1.80 on the HSC lattice. The apparent errors are indicated by X 
signs. 

lattice and Fig. 9 for the HSC lattice again with the apparent 
errors shown. As these figures show, the zero contour runs 
up to near x = 1 and then runs back to smaller x and, of 
course, leaves the physical region at x = 0, S=3.5530. The 
contour Fig. 9 for the HSC is much less well determined than 
that for the HBCC, but is easily consistent with the idea that 
the zero contour is tangent to the x = 1 line for the same 
value of S as that for which G( 1) = O. The contour Fig. 8 for 
the HBCC reaches a maximum for a value of S which agrees 
within error with that for which G( 1) = O. The value at this 
maximum falls a little short of the x = 1 line, but we are 
inclined to think, since the discrepancy is only a small multi
ple of the apparent error, that these results are not inconsis
tent with the idea that Yo(S) is tangent to x = 1 at the S for 
which G( 1) = O. 

We turn now to a study of C ofEq. (6.2). In Figs. 6 and 7 
we show both - A (1 ) and lOG(1) 2 vs S for the HBCC and 
the HSC lattices. The correlation between these two curves is 
very strong. As pointed out in the previous section, mean
field theory predicts that [A (x) + lOG 2 (x)] vanishes to 
leading order. In order to investigate this question we have 
computed 

cl(x) = - [O.IA(x) +G 2(x)]/(1-x), (6.4) 

which we have displayed in Fig. 10 as a function of x, togeth
er with the apparent errors for S = 1.77 on the HBCC lattice 
and S = 1.80 on the HSC lattice. The method ofPad6 analy-

3.0 

2.5 

< 2.0 
I 

'0 
c: 
co 1.5 

N HBCC (,!) 

$2 1.0 

0.5 

0.0 
1.75 1.80 1.85 1.90 1.95 2.00 2.05 2.10 

S 

FIG. 6. The solid curve displays - A ( 1) vs S for the HBCC lattice. The 
apparent errors are indicated by + signs. The dotted curve shows IOG(1) 2, 

where G( 1 ) is as in Fig. 2 with the apparent error indicated by X signs. 

sis is as described above. A Baker-Hunter confluent singu
larity analysis17 for x = 1 (HBCC) was also performed and, 
although not definitive, was consistent with the idea that at 
x = 1, c1 (1) is negative and finite while giving some indica
tion that C 1 (1) is approached like - (1 - x) 0.3 - 1.0; in such 
a case C 1 (x) would hook upward and hencec1 (1) is larger (c 

smaller) than estimated. This type of error would not 
change the local nature of the free energy and hence locally it 
would look like a critical point so long as C 1 (1) < 00 • We 
show in Fig. 11 the behavior of C 1 ( 1) as a function of S. We 
conclude that as C 1 ( 1) is finite and as from a previous section 
X a: (1 - x) -I that C [Eq. (6.2)] is finite or at least we can
not, by our numerical analysis, reject the mean-field hypoth
esis. 

It is somewhat surprising, but correct so far as we can 
tell numerically, that perfectly reasonable covergent results 
are obtained along the x = 1 (S 2 = 00) line in the x-S plane 
both for G( 1) > 0 and G( 1) < O. Since we have numerically 
verified that locally mean field theory predictions are valid, 
it appears that in addition as predicted by mean-field theory 
the first-order phase transition characterized by a line of 
triple points can be penetrated by analytic continuation to 
the spinodal curve, S 2 = 00, lying behind it. In other words 
we see numerically no indications of corrections to leading
order mean-field behavior such as logarithms. This is not to 
say, of course, that there may not perhaps be nonanalytic 
corrections terms subdominate to the leading order behav-

TABLE III. Values of the Pade approximants to A( 1.0) for S = 1.77 on the HBCC lattice. 

>(N 2 3 4 5 6 7 

2 - 0.218140 - 0.055599 0.193108 - 0.108 265 -0.101721 - 0.102380' 
3 0.087791 - 0.085803 -0.105176 - 0.099 265 - 0.088513 - 0.092 734 
4 - 0.135 023 - 0.098 467 - 0.100 577 - 0.070 650 - 0.092 447 
5 - 0.065 031 -0.100191 - 0.099 197" - 0.093200 
6 - 0.109 939 - 0.097 994 - 0.107859" 
7 - 0.81888 - 0.094 291 

• Defective approximant. 
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-0.2 
1.76 1.80 1.86 1.90 1.96 2.00 2.06 2.10 

S 

FIG. 7. The solid curve displays - A( I) vs S for the HSC lattice. The 
apparent errors are indicated by + signs. The dotted curve shows lOGO) 2, 

where G( 1) is as in Fig. 2 with the apparent error indicated by X signs. 

ior. These results fill in extra detail with regards to the mean 
field picture of the behavior of the "phantom field" model in 
the vicinity of the tricritical point, and we think add versimi
litude to our picture. 

VII. ANALYSIS OF X(K,H), GLOBAL CONVEXITY 

As pointed out in Sec. V the global convexity, and hence 
the nature of K = Kc ' H = 0 as a critical, rather than a spin
odal, point can be assured by showing that X-I> 0 for 
O<X <Xc, 0 < H <; 00 • In fact, by the use of a theorem of Ellis 
et a/.,t° we need only check H smaller than that given by 
(5.9). In this section we report our numerical calculations 
on this subject. Following the methods discussed in Sec. V, 
we have produced by computer manipulation from the re
sults of Kincaid et a/.7 the coefficients ofX(K,H) as series in 
K whose coefficients are polynomials in the cumulants of the 
single-site spin distributions. For example the coefficient of 
K 10 has 755 terms. The cumulants are expressed in terms of 

1.0 ["--,-

0.9 

0.8 

-> 0.7 

0.6 

0.5 

HBCC 

1.601.65 1.70 1.75 1.80 1.85 1.90 1.95 2.00 2.05 2.10 

S 

FIG. 8. The zero contour yo(S), for A(x) in the x-S plane for the HBCC 
lattice. The apparent errors are indicated by + signs. 
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>-
0.8 

0.7 

0.6 

HSC 

1.701.75 1.80 1.85 1.90 1.95 2.00 2.05 2.10 2.15 2.20 

S 

FIG. 9. The zero contour, yo(S), for A(x) in the x-S plane for the HSC 
lattice. The apparent errors are indicated by + signs. 

the moments in the usual way. Ifwe use the spin distribution 
as given by Eq. (2.7) multipled by e'H and the parameter 7, 

(5.14), which is convenient to express 

cosh Hs = (1 + r)/(1 - r), 
(7.1 ) 

sinh Hs = 27/( 1 - r) , 
then the moments [Eq. (2.8)] are given by (5.13). The 
bound, (5.9), above which X decreases monotonically with 7 

for all K becomes 

(7.2) 

for S2>3 and 70 = 0 for 1 <;S2<;3. A sample of the HBCC 
series is 

where as usual the cumulants are 

X 
0" 

0.0 

-0.1 

-0.2 

-0.3 

-0.4 

-0.5 

-0.6 

-0.7 

-0.8 

-0.9 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

X 

FIG. 10. The factor c, (x), Eq. (6.4), of the coefficient, c, of M6 in the ex
pansion (5.3) of the free energy is displayed as a function of x on the HBCC 
lattice for S = 1.77 and on the HSC lattice for S = 1.80. The apparent errors 
are indicated by + signs for the HBCC and X signs for the HSC. 
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+ + -0.2 + + 
+ : 

-0.3 

-0.4 
(J HSC 

-0.5 

-0.6 HBCC 

-0.7 

-0.8 
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FIG. 1 \. The factor C 1 (I), Eg. (6.4), of the coefficient, c, of M6 in the expan
sion (5.3) of the free energy is displayed as a function of S for the HBCC and 
HSC lattice. The apparent errors are indicated by + signs. 

(7.4 ) 
K4 = 14 - 4131) - 3n + 1212Ii - 6Ii , .... 

By the substitution of (5.13) into (7.4), we obtain the cumu
lants exactly for any desired Sand 7. Then we substitute 
them in (7.3) and so obtain theK series for X, givenS and 7. 

By way of orientation, we illustrate in Fig. 12 various 
expected contour plots of X to show what we expect in var
ious circumstances. In Fig. 12(a) we show the contour map 
of X for 1 ';;;S,;;;y'j. In this region the GHS inequalities hold 
and X is monotonically increasing for 7 < 0 and monotoni
cally decreasing for 7> O. These conditions are considered 
normal and are unshaded. This picture holds for all dimen
sions greater than d = 1. In the case d = 1 there is, of course, 
no critical point nor phase boundary. The ridge line in the 7 
direction (dotted line) continues up the whole 7 = 0 line. In 
the region y'j < S we can show directly from the first term of 
aX(K = O)laH that there is a region along v = 0 line near 
7 = 0, where X increases for 7> 0 and decreases for 7 < O. 
This region is shaded in Fig. 12 (b). The ridge line (in the 7 
direction) has a bifurcation point as shown and we expect, 
and can even prove for S an extremely small distance above 
y'j, that there continues to be a normal critical point. The 
bifurcation point corresponds to the zero discussed pre
viously in a 2X (K,H = 0) I aH 2. When the zero moves out as 
S increases to coincide, at S = St, in location with the critical 
point, we expect a tricritical point to result and have shown it 
in Fig. 12 (c). As S increases above St , Fig. 12 (d), we expect 
a triple point with two-wing phase transition lines to occur. 
These two new phase transition lines should end in critical 
end points with infinite susceptibility. It is these critical end 
points that we seek in our global scan; because in the case 
that they occur the critical point which we had been follow
ing at H = 7 = 0 would lie behind the triple point and be
come a spinodal point for which the necessary properties to 
construct a field theory have not been demonstrated. Finally 
we illustrate, Fig. 12(e), the behavior for d = 1. We note 
that numerically a small discontinuity in the magnetization 
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(0) 

o T 

(c) 

0 T 

(b) 

T 

FIG. 12. Sketches of possible contour maps ofthe magnetic susceptibility X 
for the Blume-Capel model. For T < 0 the unshaded portion is monotonical
ly increasing and for T> 0 it is monotonically decreasing. The contours are 
light solid lines. First-order phase boundaries are heavy solid lines. Circled 
points are critical points. Dotted lines are the ridge lines in the T direction, 
v = tanh K. (a) This case corresponds to 1 <S<v'.'l. (b) This case corre
sponds to v'.'l <S <S" where S, is the tricritical point value. (c) S = S, the 
large dot is the tricritical point. (d) This case corresponds to S> S,. The 
intersection of the three first-order phase boundaries is the triple point. The 
large dot is the spinodal point, which in mean field theory is reached by 
analytic continuation along the line T = 0 through the triple point into a 
metastable region. (e) The one-dimensional case. 

M and a very high ridge in X are rather hard to distinguish 
and so cases (b )-( d), and even (e), are hard to differentiate 
when S is near to St. Fortunately for the purposes of this 
paper such an effort is not required. 

Our principle analysis of the behavior of X(K,H) in this 
section is to consider the K series and to transform the K 
series (7.3) to a series in x as was done in Eq. (1.3). We 
mention explicitly that the correlation length used in the 
transformation is that for H = 0 so that x = 1 corresponds 
to K = Kc (when appropriate) for all - 1';;;7';;; 1. We ana
lyze both the x and K series by the method of Pad€: approxi
mants. The results of these analyses are displayed as a con
tour map of X in Fig. 13 for the HBCC lattice with S = 1.77 
and in Fig. 14 for the HSC lattice withS = 1.80. The regions 
of uncertainty are shown by dashed lines. The curves in this 
region are approximated by the formula 
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T 

FIG. 13. A contour map of X for S = 1.77 on the HBCC lattice. The solid 
contours represent our numerical results. The T direction and K direction 
ridge lines are displayed. The dashed portions of these curves are included 
as an aid to the eye. 

x(x,r) 

a/(1-x) + b 
= [1 +c(x-d)[r/(1-x)3] +f[r4/(1_x)6]]1/6' 

(7.5) 

for appropriate values of the constants a, ... ,j We are able to 
obtain sufficient precision to see that the contour plots are of 
type 12 (b), which corresponds to a normal critical point and 
hence verifies that for those cases at least the continuum 
limit (52 = 00) occurs, and so a field theory, in the sense 
discussed previously, can be constructed and is nontrivial 
(Sec. IV). A perhaps more revealing display of our results is 
the three-dimensional representation given in Fig. IS of the 
same case as Fig. 13. 

We have performed some additional analyses. In parti
cular, a number ofPade analysis of the logarithm derivative 
of X were performed, searching for possible singularities re
flecting critical end points. We mention only a couple of 
these results. First for S = 2.1 on the HBCC we found a 

HSC X 
1.0 r-.::-=r-----.----r--r--.----r--;-\ --, 

\ 
\ 
I 
\ 
I 
\ 

x 0.5 t------~,-------

0.0 '--____ --L _____ ...L.-______ '--__ -"''--' 

0.0 0.1 0.2 0.3 0.4 
T 

FIG. 14. A contour map of X for S = 1.80 on the HSC lattice. The solid 
contours represent our numerical results. The T direction and the K direc
tion ridge lines are displayed. The dashed portions of these curves are in
cluded as an aid to the eye. 
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FIG. 15. The functionx(x,T)forS = 1.77 on the HBCC lattice is displayed 
as a three-dimensional plot. The large values near T = 0, X = 1 are truncat
ed and displayed falsely as a fiat top. 

contour map like that of Fig. 12(d). The two wing phase 
transition lines were represented by a line of singularities 
that end somewhere between r = 0.1 and 0.2. For larger r 
these singularities split and no longer appear for real K but 
move into the complex K plane in the vicinity of the ridge in 
the K direction. We have also examined S = 1.85 on the 
HBCC lattice, but it is too near to S, for the contour plot to 
clearly resolve between the contour map types of Fig. 12 (b), 
12(c), or 12(d). The singularities bifurcating into the com
plex K plane near the K-ridge line is a general effect. It is well 
known in complex variable theory that at regular points ana
lytic functions do not process maxima or minima. Conse
quently, when, for real values of K, x (K,H) passes over a 
maximum, it must be a minimum in the imaginary direction 
at that point. It is not unusual for the function to then in
crease to a singular point at some nearby complex point. In 
the case of X' since by the theory off unctions of several com
plex variables the critical point singularity cannot simply 
disappear as r changes, the above described bifurcation phe
nomena is the expected behavior for the cases of Figs. 12 (a)-
12(c). However, the representation of these complex singu
larities limits the useful convergence of Pade approximants 
to our ten-term series to about the distance of the K-ridge 
line. This limit is a "short series effect" and not an intrinsic 
one to the method (except in special cases). 19 
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A few remarks on the paper "Necessary versus sufficient 
conditions for exact solubility of statistical models on lattices" 
[J. Math. Phys. 27, 593 (1986)] 

Eugene Gutkin 
Department 0/ Mathematics, University o/Southern California, Los Angeles, California 90089-1113 
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Lochak and Maillard [J. Math. Phys. 27, 593 (1986)] claim that the Baxter condition, which 
was known to be sufficient for the commutativity of transfer matrices, is also necessary (under 
some additional technical assumptions). Although the claim is correct, the proof in that paper 
is false. In this paper the errors of Lochak and Maillard are pointed out and correct proofs are 
outlined. 

I. INTRODUCTION 

The paper of Lochak and Maillard) addresses the ques
tion of solubility of lattice models of statistical mechanics 
(cf. Ref. 2). For the benefit of the reader, we recall the basic 
definitions here. The paper) discusses two kinds of such 
models: the vertex and the spin models with the nearest 
neighbor interactions. Both types live on square lattices with 
periodic boundary conditions. Let L (M,N) be such a lattice 
of width M and height N. 

II. VERTEX MODELS 

Let m and n be positive integers. A vertex model is deter
mined by m2n2 numbers uU,jlk,/), 1 <'i,j<,m, 1 <,k,l<,n, 
which are called Boltzmann weights. The Boltzmann weight 
uU,jlk,l) corresponds to an elementary configuration of 
spins in the vertex model [see Fig. 1 (a)]. To any configura
tion w of spins on the edges of L (M,N) we assign the number 

u(w) = II uU,jlk,I), 
i,j,k.l 

where the product is taken over all elementary configura
tions contained in w. The partition function is given by 

FM,N(U) = L u(w), 
w 

where the summation is over all possible configurations w 
and the argument u of Fstands for the m 2n2 vector uU,jlk,l) 
of Boltzmann weights. 

It is standard to express the partition function F M,N (u) 
in terms of the (row -to-row) transfer matrix T M ( u) of the 
model which acts on the space ® Men. The matrix elements 

T (U)l" ... .ln 
M k, •...• k n 

of T M (u) are expressed via Boltzmann matrices U(k,l) act
ing on em, where k and I run from 1 to n. The matrix ele
ments U(k,l){ are given by U(k,/){ = uU,jlk,l) and omit
ting M and u from T M(U) we have 

T~;::::~t = tr[ U(k),l)'" U(kM,IM)]' (1) 

Then 

FM,N(U) = tr TM(u)N. (2) 

We summarize the construction above. Weare given a set 
uU,jlk,I), 1 <'i,j<,m, 1<,k,l<,n, of Boltzmann weights de
noted for brevity by uERm'n'. We arrange them as n2 Boltz-

h(i,j) 

i---------

i 
u(i,j I k,9.) 

k 

Ca) 
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FIG. J. Boltzmann weights of elemen
tary configurations in (a) vertex model 
and (b) spin model. 

@ 1987 American Institute of Physics 1159 



                                                                                                                                    

v 

"I 

lu 

k 

j 
1 

mann matrices U(k,l) of order m Xm. From those we con
struct by (1) the transfer matrix T = T M (u) acting on 
®Mcn, which determines, by (2), the partition function 

FM,N(U). 

Solubility oflattice models is known to be related to the 
question whether the transfer matrices T M.N ( U ) and 
T M,N (v) corresponding to two sets of Boltzmann weights 
u,vElRm'n' commute for all M and N (see Ref. 2). Reference 1 
discusses this latter question. We fix M and N and omit them 
for the moment from the notation T M,N (u). It is known (cf. 
Ref. 3) that T( u) T( v) is itself a transfer matrix T(z) corre
sponding to the set zElRm4n' of Boltzmann weights obtained 
from u,vElRm'n' by 

n 

zU1,i2;il,i2Ik,l) = L uU1,illk ,a)vU2,i2Ia,/) (3) 
a=l 

(see Fig. 2 for an illustration). Analogously, 
T( v) T( u) = T( w), where the coordinates of the Boltzmann 
vector wElRm4n' are given by 

n 

wU1,i2;il,i2I k ,/) = L vU1,illk,a)uU2,i2Ia,l). (4) 
a=l 

We organize the vectorsz and w into n2 Boltzmann matrices 
Z(k,/) and W(k,/), respectively, acting on the space cm'. In 
viewof( 1), the equation T(u)T(v) = T(v)T(u) will be sat
isfied if there exists a nondegenerate matrix R on cm' such 
that for all k and I, 

RZ(k,/) = W(k,/)kR. (5) 

Thus (5), which I call Baxter's condition/ because it is 
closely related to the star-triangle relation of Baxter's,2 is 
sufficient for the commutativity of T M (u) and T M (v) for 
allM. 
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z 

k 

FIG. 2. The Boltzmann weights u,v 
yield, after summation over a, the Boltz
mann weight z. 

The first goal of Ref. 1 is to show that (under some 
technical assumption) (5) is also necessary. Although the 
assertion is correct, its proof in Ref. 1 is erroneous and I 
explain the error here. 

Denote for brevity m 2 by d. The equation 

(6) 

implies, by (1), that the two sets of matrices Z(k,l) and 
W(k,l) on Cd, 1 <,k,l<,n, satisfy 

tr[ Z(kl,ll)" 'Z(kM,lM)] = tr[ W(kl,ll)'" W(kM,lM)] 
(7) 

for any set kl, ... ,kM,lI, ... ,IM of indices. To show the necessity 
of Baxter's condition we need to prove that (7) implies (5). 
The authors of Ref. 1 understand it. After stating this, they 
say that the proof that (7) implies (5) "is easily seen to be 
reduced"tothefollowingassertion (see Ref. 1, Theorem 1). 

Assertion 1: Let A and A ' be two subalgebras of the full 
matrix algebra Ld (C) of operators on Cd. Suppose that there 
is no nontrivial subspace of Cd invariant under A (this is the 
technical assumption I mentioned before). Suppose further 
that there is an algebra homomorphism q:;: A -A' which is 
onto and satisfies 

(8) 

for any al, ... ,akEA. Then there is a nondegenerate matrix 
RELd (C) such that for all aEA 

q:;(a) = RaR -I. (9) 

Then Ref. 1 proceeds to prove this assertion. The first point 
is that Assertion 1 is true even without (8), which should be 
a part of the conclusion and not of the assumption. The proof 
is as follows. Since elements of A have no common invariant 
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subspace, by Burnside's Theorem (cf. Ref. 4, p. 182), A is the 
full matrix algebraLd (C). By Skolem's Theorem (cf. Ref. 5, 
p. 99), any nonzero homomorphism cp of the full matrix 
algebra to itself is inner, i.e., there is an invertible matrix R 
such that cp (a) = RaR - I. In particular, the assumption of 
Ref. 1 that cp: A -A' is onto is also erroneous. It should be 
replaced by cp :;;6 O. Since cp is inner, for any aEA (in particular 
for a=al"'a k ) we have tr(cp(a»)=tr(RaR -I) =tra. 
This proves the following proposition, which is the correct 
version of Assertion 1. 

Proposition 1: Let A CLd (C) be an irreducible subalge
bra and let cp by a nonzero homomorphism cp: A -Ld (C). 
Then there exists an invertible matrix R such that 
cp(a) = RaR -I and therefore tr cp(a) = tr a. 

To summarize, Proposition 1 which is the corrected ver
sion of Theorem 1 of Ref. 1 is trivial. The second point is that 
even after this correction, the necessity of Baxter's condi
tion, i.e., the implication (7) - (5), is not proved in Ref. 1 

because its reduction to Proposition 1 is not there. Actually, 
for a good reason, because the implication (7) - (5) does 
not reduce to Proposition 1. The implication is proved in 
Ref. 3, Theorem 1, where it is the main part of the proof. For 
the convenience of the reader I state here the assertion that is 
missing in Ref. 1 and outline the crucial point in the proof. 

Proposition 2: Let a j and a;, iEi, a finite set of indices, be 
two sets of operators on Cd' Let for any il, ... ,inEi, 

tr(a j, " 'a j) = tr(a;, .. ·a;). (10) 

Denote by A andA 'the matrix algebras generated by a j and 
a;, iEi, respectively. 

Assume that the operators {aj' iEi} (or {a;, iEi}) have 
no nontrivial common invariant subspace in Cd. Then the 
correspondence a; = cp(a j ), iEi, continues to the algebra ho
momorphism cp: A -A '. 

Outline of Proof Denote by -'i and -'i ' the abstract free 
algebras generated by the symbols a j and a;, iEi, respective
ly. The correspondence a; = cp(a j ) defines the isomorphism 
q::-'i --'i '. The matrix algebrasA and~ 'are~he~uoti~nts of-'i 
andA 'bytheirideals,i.e.,A = -'i IJ,A = -'i IJ . Thelsomor
phism q: descends to a homomorphism cp: A -:4.' of ~atri.x 
algebras if and only if q: (J) C J '. The proof of thIS !ncluslOn IS 
rather intricate (see the proof of Theorem 1 in Ref. 3) and 
this is where Eq. (10) and the invariant subspace assump
tion have to be used. The assertion of Proposition 2 fails if we 
omit either one of these assumptions (examples are easy to 
construct) . 

For the reader's convenience we state here the theorem 
on Baxter's commutativity condition for vertex models 
whose proof was the subject of the preceding discussion. 

Theorem 1: Consider two vertex models on the square 
lattice given by their Boltzmann weights u(i,jlk,l) and 
v(i,jlk,l), where 1 <J,j<m, l<k,l<n. Define nZ matrices 
Z(k,l) and W(k,l), l<k,l<n,onCm'by (3) and (4),respec
tively. 

Assume that the nZ operators Z(k,l) [or W(k,l)] have 
no nontrivial common invariant subspace. Then the Baxter 
condition (5) is necessary and sufficient for the transfer ma
trices T(u) and T(v) to commute [seeEq. (6)]. 

The invariant subspace assumption, although generical-
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ly satisfied, is very hard t~ check. It can be replac~d by
6
a 

certain symmetry assumptlOn on the Boltzmann weIghts. 
Theorem 1 has a close analog for spin models which we 

discuss in the next section. 

III. SPIN MODELS 

A spin model on L(M,N) with n spin states is deter
mined by 2nz Boltzmann weights h(i,j), v(k,l), 
I <i,j,k,l<n, where h(i,j) and v(k,l) correspond to elemen
tary configurations of spins in the model [see Fig. 1 (b) ] . 
Denoting by uER2n

' the vector determined by the Boltzmann 
weights we define the partition function F M,N (u) of a spin 
model analogously to that of a vertex model. 

One can define (in many ways) a transfer matrix T(u) 
of a spin model so that F M,N (u) is obtained from T(u) by a 
formula similar to (2). 

Solubility of a spin model is again related to the question 
when T( u) and T( u') commute for all M,N (see Ref. 2). 
Depending on a particular choice of the transfer matrix T 
one can define sufficient conditions for commutativity of 
T(u) and T(u') similar to (5) (we call them Baxter condi
tions) and ask whether they are necessary. 

We remark first that for any spin model S one can ca
nonically define a vertex model V such that S and V have the 
same partition function (we say that S and Vare equivalent, 
see Ref. 7). This observation makes a separate consideration 
of spin models in some sense redundant. 

Using the general correspondence S - V of Ref. 7 may 
not be practical but if N = M = 2K there is a simple way to 
transform a spin model into a vertex model (which is pre
sumably known to the experts). Namely, we rotate the lat
tice L (2K,2K) by 45 deg so that the two diagonals of the 
original lattice become horizontal and vertical, respectively, 
in the new lattice L '. Consider separately the even and the 
odd numbered horizontal rows of the new lattice (see Fig. 3 
and Ref. 2, Fig. 7.1). Figure 3 shows the transformation of 
the spin model S on L ' into a vertex model Von the lattice 
L (2K,K). The number n of spin states of Vand S is the same 
and the Boltzmann weights of V are given by u(i,jlk,l) 
= v(i,l)h(l,j)v(k,j)h(i,k). 

Let us nevertheless consider the row-of-spins to row-of
spins transfer matrix T for a spin model. It acts on ® Men and 
its matrix elements are given by 

T
j ,· ·,jM (..) Vel' J' ) 
I" ... jM = V /I,JI ... M' M 

X [hUI,iz)h(jl,j2)" 'hUM,il)h(jM,jl)] 1/2. 

(11 ) 

Then the partition function is given by F = tr TN. Given 
another pair (h ',v') of Boltzmann weights we have two 
transfer matrices T(h,v) = Tand T(h ',v') = T'. 

by 
We define n4 matrices a(a,[3ly,8) on en, 1 <a,[3,y,t)<n 

a(a,[3ly,t) = i h(a,[3)I/Zv(a,p)v([3,q)h(p,q)I/2 
p,q~ I 

Xh '(p,q) 1/2V'(p,y)v'(q,t)h '(y,t) I/z. 
(12) 

Then 
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(TT')~::::::f:: = tr[aCipjlliz,jz) 

XaCiz,jzli3,j3)" 'aUM,jM lil,jl)]' (13) 

Switching T' and T around we obtain another n4 matrices 
b(a,/3ly,o) such that 

(T'T)t:J:: = tr[ bUI ,jlliz,j2)" 'bUM,jM lil,jl)]' 
(14) 

Denote for brevity (a,/3) by i, 1 <i<n2. The argument above 
shows the following. 

Proposition 3: Let Sand S' be two spin models on the 
square lattice L with n spin states given by Boltzmann 
weights (h,v) and (h ',v'), respectively. Let Tand T'betheir 
row-to-row transfer matrices. Equation (12) defines two 
sets a(i,j) and bU,j) of matrices on en, 1 <i,j<n2

, whose 
elements depend on h,v,h ',v' such that Tand T' commute for 
any size of L if and only iff or any indices il, ... ,iM, 

tr[ aUI,i2)aU2,i3 )" 'aUM,i l )] 

= tr [ b (il ,i2 )b(i2,i3) ... b (iM,il ) ] . ( 15) 

Now let/be any finite set of indices and let aU,j) and bU,j), 
i,jEI, be two sets of matrices on en. Assume that there are 
nondegenerate operators RiELn (e), such that for any i,jEI, 

bU,j) = R,.aU,j)R j-I. (16) 

Let us call (16) the Baxter condition (in this setting). The 
obvious implication (16) -> ( 15) means that Baxter condi
tion is sufficient for the commutativity of T and T' discussed 
earlier. The following is a close analog of Theorem 1 in the 
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FIG. 3. Transformation of a spin model 
(above) into an equivalent vertex model 
(below). 

context of spin models (we use the notation of Proposi
tion 3). 

Theorem 2: Assume that for some kEI either the set 
{a(k,il )' "aUM_ I ,iM )aUM,k): il,. .. ,iMEI} or the set 
{b(k,i l )" 'b(iM,k): il, ... ,iMEI} do not have a nontrivial in
variant subspace in en and that the matrices a(k,i), a(i,k), 
b(k,i), b(i,k) are invertible for all iEI. Then the transfer 
matrices T and T' commute if and only if the Baxter condi
tion (16) holds. 

In view of the discussion above, it suffices to show that 
(15) implies (16). The argument below deduces the impli
cation from Propositions 1 and 2. This argument is similar to 
the argument of Theorem 2 in Ref. 1. Our argument is 
simpler and our statement is more general. Essentially, 
Theorem 2 of Ref. 1 is the special case of our theorem corre
sponding to n = 2. 

Proof of Theorem 2: Assume for concreteness that 
k = 1. Applying Propositions 1 and 2 to the sets 
{a(l,il)"'aCiM,l): il, ... ,iMEI} and {b(1,i l )"'bCiM,I): 
il, ... ,iMEI}, we obtain that there is an operator R IEGL n (e) 

such that for any il, ... ,iMEI, 

b(1,i l )" 'bUM, 1) = R la(1,i l )" 'aUM' I)R 1- I. (17) 

For any iEI set 

Ri = b( l,i) -IRla( l,i). (18) 

As a special case of ( 17) we have for any JEI 

b(1,j)b(j,l) =R l a(1,j)a(j,I)R I-I, (19) 

which implies 
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b(j,1)R la(j,1)-1 =b(1,j)-IR la(1,j) =Rj' (20) 

now for any i,jEi, 

b(i,j) = b( I,i) -I [b( I,i)b(i,j)b(j, 1) ]b(j, 1)-1 

= [b(1,i) -IR la(1,i) ]a(i,j) [a(j, I)R 1- Ib(j, 1) -I] 

= R;a(i,j)R j- I. 

The theorem is proved. 
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(Received 6 August 1986; accepted for publication 31 December 1986) 

In the d-dimensional ferromagnetic Ising and rp 4 systems, the motion of the first Lee-Yang 
zero when the lattice size tends to infinity is studied. In particular, a power law behavior at the 
critical point, which is distinct from those in noncritical points, is elucidated. 

I. INTRODUCTION 

The present paper is devoted to a problem concerning 
the Lee-Yang zeros of the partition function of the Ising and 
rp 4 ferromagnets. 

Since the pioneering works of Lee and Yang, 1 which 
include the proof of the Lee-Yang circle theorem, there have 
been published considerably many works related to the Lee
Yang zeros. Among them are extensions of the circle 
theorem to other systems,2,3 studies of the basic structure of 
the zeros,4 and its applications in deriving correlation in
equalities,5 normal fluctuation theorems," or phenomenolo
gical scaling arguments. 7 It is, however, surprising to find 
that our knowledge on the actual behavior (or motion) of 
the Lee-Yang zeros in specific models is still not so rich. 

We concentrate here on the systems in the finite d-di
mensional hypercubic lattice, and study how the location of 
the first Lee-Yang zero behaves when the size of the lattice 
tends to infinity. We find, at the critical point, that the mo
tion of the zero is governed by a power law, distinct from that 
in high and low temperature phases. (See Corollaries 4 and 
5.) Our proof is based on the various correlation inequal
ities. 8- '4 

II. RESULTS AND PROOFS 

Consider a finite d-dimensional hypercubic lattice 
A(L) = { - L /2, - L /2 + 1,00.,L /2}d with afree bound
ary condition. The size L, and the number of the sites L d of 
the lattice play central roles throughout the present paper. 
The Ising (and rp 4) models on A (L), with inverse tempera
ture J and vanishing external field, are described by the fol
lowing thermal expectation: 

("');=Z(J,L)-'J II dv(rpx)e- J >'1(L) 
XEA(L) 

7r(L) = 
1 

x,yEA(L) 

(1); = 1, 

(1) 

where dv( rp) is a single site measure. Here we mainly consid
ertheIsingmodel withdv(rp) = t5(rp 2 - 1 )drp. Therp 4 mod
el is defined by dv(rp) = exp( -IUP 2 - Arp 4)drp, withfiER 
and A >0. 

Let the partition function for the system under complex 
external field z be defined by 

a) New address: Department of Physics, Princeton University, Princeton, 
New Jersey 08544. 

f(z;L,J) = / exp(z I rpx))L, ZEIC. 
\ XEA(L) J 

(2) 

By the Lee-Yang zeros, we denote ZEC which satisfies 

f(z;L,J) = o. (3) 

The Lee-Yang theorem,,3 states that these zeros are con
tained in the region Re(z) = O. Let z = ± ia 1 (L,J) be the 
first Lee-Yang zeros, i.e., the zeros of f(z;L,J) nearest to the 
origin z = O. To clarify the behavior of a 1 (L,J) when L 
tends to infinity, for various values of J, is the main interest 
of the present paper. 

Let us define the quantities X' S2' and U4 as the follow
ing5: 

X(L,J) = I (rporpx );, (4) 
XEA(L) 

S2 (L,J) = I (rpxrpy);, (5) 
x,yEA(L) 

where 0 = (0,0'00.,0), and 

u 4 (L,J) = I U4 (X,y,z,W). (6) 
x,y,z, WEAr L) 

Here the four-point Ursell function (or cumulant) 
U4 (x,y,z,w) is defined by 

U4 (x,y,z,w) = (rpxrpyrpzrpw) - (rpxrpy) (rpzrpw) 

- (rpxrpz) (rpyrpw) - (rpxrpw) (rpyrpz)· 

Note that, by Griffith's inequalities, 12 X and S2 are related by 
the inequalities 

(L /2)dX (L /2,J) <s2(L,J) <L d-X(2L,J), (7) 

The following Lemma is among the main tools in the 
present investigation, 

Lemma 1: For arbitrary real k, J>O, and L, we have the 
following inequality: 

f( ik;L,J) - exp( - S2 (L,J) 'k 2) 

> - ~IU4(L,J) I 'k 4'cosh( [S2(L,J)/2]k 2), (8) 

Proof: Let us expand f( ik) as 

, 00 (_k2)n 
f(lk) = I S2n' 

n ~ 0 (2n)! 

where 

SZn (L,J) = I (rpx, " 'rpX2)' 
x1EA(L) 

(i ~ 1, ... ,2n) 

Applying the Gaussian inequality '3 and Aizenman's In

equality (Proposition 12.1 of Ref. 8) to S2n' we find 
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O _ (2 -1)"( )n _ 2n!(2n-5)!!3 I I 2 >S2n n .. S2 > U4 (SZ)n- . 
4!(2n - 4)!2 

Summing up the inequality, we get the desired inequality 
(8). • 

The above lemma and the result by Newman5 enable us 
to bound the location of the first Lee-Yang zero a I by simple 
quantities of the systems under vanishing external field. 

Proposition 2: For arbitrary Land J>O, the location of 
the first Lee-Yang zero a I (L,J) satisfies 

1 (LJ)z sz(L,J) ( 2
d

- IX (2L,J») (9) ---';;;al ,.;;; .;;; . 

sz(L,J) lu4(L,J) I X(L 12)3 

Here the final bound in the bracket is valid only for the Ising 
systems. 

Proof: The upper bound (al)z,;;;s2/Iu4i is due to New
man.5 The bound in the bracket is easily derived by a version 
of the Griffiths, Hurst, and Sherman (GHS) inequality l4 
U4(x,y,z,w),;;; - 2(Q;\f{Jy)(f{Jxf{Jz) (f{Jxf{J.) valid only for the 
Ising models. To prove the lower bound, note that the in
equality in Lemma 1 with bound iu41 .;;;2(S2)2 [Theorem 5 of 
Ref. 13 (b), Eq. (5.3) of Ref. 8] imply fUk) 
>exp( - X) - (X 2/4) cosh X, where X = szk 2/2. Then we 
find that fUk) is strictly positive in the region X .;;;0.9874 ... , 
i.e., k 2.;;; 1.9748 . ../s2 • • 

It is well known that the models in consideration, in 
their infinite volume limit L --+ 00, undergo phase transition 
provided that d>2. If J <Jc' the system is in the high tem
perature phase where the correlation functions cluster ex
ponentially, and if J>Jc' it is in the low temperature phase 
where the spontaneous magnetization appears. 15 

Our first results on the motion of the first Lee-Yang 
zero are concerned with the systems not at the critical point 
Jc • 

Corollary 3: For the Ising models with d>2, we have 

L - d 12 :S a I (L,J) :S const, J < Jc' 

a I (L,J) ~ const, J < Jo.;;;Jc> 

al,(L,J) ~L -d, J>Jc' 

(10) 

(11 ) 
(12) 

as L --+ 00. Here Jo is a certain constant depending on d. If 
d = 1, Eq. (11) is valid for all J < 00, and Eq. (12) holds for 
J = 00. [Here the relation g(L,J) :S h (L,J) implies that 
there is a continuous function e(J) independent of L, and 
g(L,J) ';;;e(J)h(L,J) holds for all L; g~h implies that g:S h 
and g;;;: h hold simultaneously.] 

Proof:Notethatwehavex(L,J)~X(L = oo,J) < 00 for 
J <Jc' and X(L,J) ~Ms (J)2L d for J>Jc> where Ms (J) is 
the spontaneous magnetization. These with Eq. (7) and 
Proposition 2 immediately imply (10) and (12). Equation 
( 11) is a consequence of an independent argument on the 
analyticity of the free energy. 16 The result for d = 1 follows 
from an explicit calculation of Lee and Yang. I • 

It is strongly expected that the behavior ( 11 ) is valid for 
all J <Jc. 

Our Proposition 2 also provides information on the be
havior of a I for the systems strictly at the critical point J c • 
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First assuming the decay property at the critical point as 

(f{Jxf{Jy )7
c 
~ Ix - yl- (d - 2 +'1>, (13) 

we find that the behavior of a I and Jc is distinct from those in 
the noncritical phases. 

Corollary 4: For the Ising models with d>2 at the criti
cal point, we have 

L -(d+2-'7)/2:Sa l(L,Jc ):SL'7- 2, asL--+oo (14) 

under the assumption (13). 
We can also state the following rigorous version of (14) 

without any assumptions. 
Corollary 5: For the Ising models at the critical point, we 

have 

L-15/S:Sal(L,Jc):SL-14/S, d=2, 

L -1-dI2:S al (L,Jc ):SL- I, d>3,. 

asL--+ 00. 

(15) 

(16) 

Proofs: Equations (14) and (15) are the direct conse
quences of Proposition 2 and Eq. ( 13), where in the latter we 
have used the exact result 1] = ~ for d = 2. Equation (16) is 
proved using Proposition 2 and Lemma 7 in the Appendix .• 

It seems that, at the critical point, our lower bound in 
Proposition 2 is more strict in lower dimensions, and be
comes weaker in higher dimensions. 

For the f{J 4 systems, we can show Eqs. (10), (11), and 
al(L,J);;;:L -d (J>Jc ) instead of (12). Similarly, we can 
only prove the lower bounds of Eqs. (14) and (16). 

Finally, let us state a specific result for the "soft" f{J 4 

models in high dimensions. 
Corollary 6: For the f{J 4 models in d > 4 dimensions with 

sufficiently small A, we have 

L -1-dI2:S al (L,Jc ):SL-3, asL--+oo. (17) 

Proof: The lower bound is the same as that in Eq. (16). 
For the proof of the upper bound, we use the facts 
lu41 ~AL dX4, and (f{Jxf{Jy) ~ Ix - yl- d + 2 and Proposition 
2. The former is derived (as in Sec. III of Ref. 17) from the 
first- and second-order skeleton inequalities, 18 and the latter 
is a consequence of the rigorous renormalization group anal
ysis of Gawedzki and Kupiainen. 19 • 

From the representation fUk) = exp(~( - l)nk2nU2n) 
and a perturbative estimate U 2n ~ (combinatoric factor) 
( _ A) n - I L dX3n - 2 for f{J 4 models, it is conjectured that 

al(L,Jc)~X(L,Jc)-3/2~L -3 (18) 

is the correct behavior of a I (L,Jc ) for d> 4. 
In dimensions d> 4, it has been proveds.9 that the scal

ing limits of the Ising and f{J 4 models are Gaussian. Let us 
describe a heuristic relation between this fact and the motion 
of the first Lee-Yang zero at Jc • 

Consider an averaged spin variable 
<J> = L - (d12 + 1)~XEt\(L) f{Jx' where we used the normaliza
tion factor of the critical (i.e., massless) Gaussian theory. If 
we denote by Z = ± iA I the Lee-Yang zero of the partition 
function F(Z) = (exp(Z<J»), we obviously have 
A I = L d/2 + la I. Now substituting the conjectured behavior 
ofa l (18), weobserveAI~L (d-4)/2--+ 00 asL--+ 00 ifd>4. 
Therefore the first zero A I' along with all the other zeros, is 
driven away to infinity in the thermodyamic limit. Since a 
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distribution without Lee-Yang zeros is Gaussian,s this sug
gests that <I> becomes a Gaussian random variable in this 
limit. 

APPENDIX: BOUNDS FOR 52 

Here we prove a technical lemma based on the infrared 
bounds 10 and Simon's argument lion the critical decay. 

Lemma 7: At the critical point J = Jc' Sz satisfies the 
following bounds 

const J c- 1L d + I <s2(L,Jc ) <const J c- IL d + 2. (19) 

Proof To prove the upper bound, recall that Griffiths II 
inequality12 and Sokal's argument20 on the infrared 
bounds 10 imply 

s2(L,J)< L (rpxrpy)~<constJ-ILd+2+Ms(J)2, 
x.yE:A(L) 

where ( ... )~ is an infinite volume expectation with the peri
odic boundary condition, and Ms (J) is the corresponding 
spontaneous magnetization. ForJ <Jc ' we haveMs (J) = O. 
Since the expectation in a finite box is continuous in J, we 
have 

S2 (L,Jc ) <const J c- IL d + 2. 

To prove the lower bound, we recall that Simon's argument II 
combined with the Simon-Lieb inequality21 imply that for 
arbitrary finite sublattice A of Z d, 

L (rporpx) A >const J c- 1 
xE8A 

holds at the critical point. Thus we have 

(
L)-d LI4 
- s2(L,Jc » L L (rporpx)f>constJ c-

1L, 
2 L' ~ I XE8A(L') 

which, with (7), leads us to the desired lower bound. • 
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It is shown that although no Riccati equations in the strict sense are likely to exist for the self
dual Yang-Mills fields, certain "generalized Riccati equations" derivable from the Backlund 
transformation do exist, and are capable of reproducing the linear system when a certain 
constraint is imposed. 

I. INTRODUCTION 

By now it is well established that the two-dimensional 
principal chiral model and the four-dimensional self-dual 
Yang-Mills (SDYM) fields are both examples of integrable 
systems 1 with all the characteristic integrability properties, 
such as the existence oflinear systems, an infinite number of 
nonlocal conservation laws, Riemann-Hilbert transforma
tions, Kac-Moody algebra, Bianchi-Backlund transforma
tions, etc. In fact, these two systems are very similar to each 
other in their integrability structures, except in one impor
tant area: the Riccati equations. 

For the chiral model, it is possible to derive a pair of 
Riccati equations from the Backlund transformation (BT) 
equations generated from the linear system. These Riccati 
equations can be used, on the other hand, to establish the 
existence of an infinite set oflocal conservation laws, and, on 
the other hand, to reconstruct the linear system, thus com
pleting the following logic cycle: 

linear system 

/ ~ 
Riccati equations < BT . 

No corresponding Riccati equations have ever been 
found for the SDYM fields. Indeed, we will show in this 
paper that no such Riccati equations are likely to exist for 
SDYM. Nevertheless, we will also show that the BT equa
tion for SDYM can be transformed into a certain set of equa
tions, which we will call "generalized Riccati equations," 
and which, together with the constraint equation contained 
in the BT, are sufficient to reconstruct the linear system. The 
situation can be expressed schematically as 

generalized 

.,.s 
~ f
·~ 

(.;0 

linear system 

Riccati equations < BT. 

II. A REVIEW ON THE RICCATI EQUATIONS OF THE 
CHIRAL MODEL 

In order to make clear the problem at hand, we first 
review the derivation of the Riccati equations and their rela-

tion to the linear system for the chiral model. It has been 
shown in Ref. 1 that a linear system for the principal chiral 
fields is 

ad= [A/(1-A)]As-!f, a",!f= [-A/(1 +A)]A",!f, 
(2.1 ) 

where A is a complex parameter and As- = g+ as-g, 
A", = g+ a",g, with g+ g = 1. The integrability condition of 
(2.1) is the field equation 

as-A", + a",As- = O. (2.2) 

From (2.1) a specific procedure can be taken to generate a 
BT2•3 

g'+a{; g' - g+as- g = as- (g'+g) , 

g'+a", g' - g+a", g = - a", (g'+g) , 

together with an imposed constraint 

g+g' + g'+g = - 2/3, 

(2.3a) 

(2.3b) 

(2.4 ) 

which is consistent with (2.3) in the sense that (2.3) in itself 
already implies that g+ g' + g' + g = constant matrix. 

Now to derive the Riccati equations, we define 
r= - g+g', which satisfies r+r = 1, and rewrite (2.3) and 
(2.4) completely in terms of r and A,,A '" : 

(1 - n r ., = [r ,Ad ' 

(1 + n r .", = [r ,A",], 

r + r - 1 = 2/3 or r 2 = 2/3r - 1 . 

(2.5a) 

(2.5b) 

(2.6) 

The matrix (1 + n is invertible, and indeed, from (2.6), 

(1 + n -I = [112(1 +/3) ] (1 + r- I
) . (2.7) 

Multiplying (1 + n -J on (2.5) from the left, we get the 
following Riccati equations: 

r.s- = [112(1 - /3)] 

X [ - rA,r + rA, - (1- 2{3)As-r -A;] , 

r.", = [112(1 + /3)] 

X [r A", r + r A", - (1 + 2/3)A", r + A",] , 
(2.8) 

where (2.6) has been taken into account. 
The prescription to reconstruct the linear system from 

(2.8) has been described in Ref. 1, yielding the following 
equations: 

a M = A, [ - (1 - 2/3) 
s- -2-(1--~/3-) 1 

- 1] 
- 1 

M, (2.9a) 
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J M = A7I [ - (1 + 2(3) 1 ] M 
71 2(1 + (3) - 1 - 1 ' 

(2.9b) 

where M can be either a two-component column vector or a 
2X2 matrix. Conversely, it is also possible to derive (2.8) 
from (2.9) in the following way. I Suppose (2.9) has a solu
tion 

where each Mi is in itself a matrix. Define 

L=(MIC+M2 )(M3C+M4 )-I, (2.10) 

where C is a constant matrix. Then it is straightforward to 
show, without the aid of any constraint on r, that such r 
satisfies the Riccati equations (2.8). 

Finally, when (2.9) are simultaneously diagonalized, 
they become 

JM,=~[-I+iT 0 ]M' 
; 2 0 - 1 - iT ' 

(2.Ila) 

JM'=_71 A [- 1 - i/T 0 ]M' 
71 2 0 - 1 + i/T ' 

(2.11b) 

where T= [(1 +(3)/(1-(3) ]112. Equation (2.11) is in 
fact of the same form as (2.1), with A of (2.1) given by either 
root of the equation 

A 2 = 2(3A - 1 . 

We note in passing that one can show from (2.8) that 
the following continuity equation holds: 

J; Tr[2(1-(3)rA 7I ] +J
7I 

Tr[2(1 + (3)rA,;-l =0, 
(2.12 ) 

which, when expanded asymptotically at (3 = ± 1, gives 
rise to an infinite set of local conservation laws. 

III. IMPOSSIBILITY OF RICCATI EQUATIONS FOR THE 
SDYMCASE 

For SDYM fields in the J-formulation, I the linear sys
tem is given by 

[Jy - (11 A )Jz ]X + ByX = 0 , 

[Jz + (11 A )dy ]X + BzX = 0 , 
(3.1 ) 

where A is a complex parameter, and By = J -IJ,y, 
Bz =J-IJ,z, with J+ =J. The integrability condition of 
(3.1) is the equation of motion 

JyBy + JzBz = O. (3.2) 

From (3.1), the following BT has been generated2
,3: 

1'-IJ:y - J -IJ,y = (1'-IJ) ,z , 

1'-IJ' _J-IJ = - (1'-IJ)_ 
~ ~ ~, 

together with an imposed constraint 

J- 11'-1'- IJ=(3. 

(3.3a) 

(3.3b) 

(3.4 ) 

The structures of (3.3) and (3.4) are similar to those of 
(2.3) and (2.4), but there is a difference in that (3.3a) and 
(3.4) together can be shown to contain already (3.3b) [or 
alternatively, (3.3b) and (3.4) contain already (3.3a) ], but 
no such relations exist in (2.3) and (2.4). 

Now let r=.J-I1'. Then (3.3) and (3.4) become 
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r,y - rr,z = [r,By] , 

r,z + rr,y = [r,Bz ] , 

r - r - I = (3 or r 2 = (3r + 1 . 

(3.5a) 

(3.5b) 

(3.6) 

The steps that have been followed to derive (2.8) from (2.5) 
cannot be carried over for the present case, due to the struc
tural difference in (3.5) and (2.5). It is apparently possible 
to bring the Ihs of (3.5a) into a form more closely resembling 
the Ihs of (2.5a), by multiplying (3.5a) from the left with a 
factor (1 + oT), where the constant er is such that 

(1 + err)r = (1 + err)er, 

or equivalently, if = (3er + l. Then we have 

(1 + err) (r,y -err,z) = (1 + err) [r,By] . (3.7) 

However, the inverse of (1 + err) does not exist and we are 
unable to convert (3.7) into a Riccati equation. 

Now we will give an argument indicating why there 
should be no Ricatti equations for the SDYM system. If the 
Riccati equations were to exist for SDYM, the most plausi
ble form for them would be 

(Jy -aJz)r=rAr+rB+IT+D, (3.8a) 

(Jz+aJy)r=rAT+rB'+CT+D', (3.8b) 

where a is some constant, and A, B, C, D are matrices pro
portional toBy, while A ',B ',C ',D' are matrices proportional 
to B z' This specific structure of (3.8) is suggested by the 
relations between (2.8), (2.9), and (2.11), and by the de
sired form of the linear system (3.1). 

Taking the complex conjugate of (3.8a) and noting that 
r+ = JrJ,-I, we get 

[Jz - (lIa*)Jy ]r 

= [r,Bz ] - (lIa*)[r,(J-'B y+J)] 

- (1la*)[r(J-'A + J)r + r(J-lc+ J) 

+ (J - I B + J) r + (J - I D + J)] . (3.9) 

Equation (3.9) is independent of (3.8b), since a"# - 11 
(a*). From (3.9) and (3.8b) we would get two separate 
Riccati equations, 

(3.10) 

Similarly, from (3.8a) and the complex conjugate of (3.8b), 
we would obtain 

(3.11 ) 

Equations (3.10) and (3.11) altogether would constitute 
too large a number of Riccati equations to correctly recon
struct the linear system (3.1). 

To avoid the above difficulty, suppose we keep only 
(3.8a) and its complex conjugate, 

[Jy - aJz ] r = r A r + r B + IT + D , (3.12a) 

[Jz - (1la*)Jz]r = rA 'T + rB" + C'T +D" , 
(3.12b) 

while discarding (3.8b) and its complex conjugate. From 
(3.12) it is possible to construct a linear system following the 
procedure that led us from (2.8) to (2.9), but such a linear 
system would not produce the correct equation of motion 
(3.2). In summary, there seems to be no room for Riccati 
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equations in the SDYM case, in contrast to the chiral model. 
This impossibility might root in the higher dimensionality 
than 2 of the SDYM theory. 

IV. GENERALIZED RICCATI EQUATIONS FOR SDYM 

Since no Riccati equations seem possible for SDYM, we 
will settle for (3.5) and (3.6) as a replacement of the Riccati 
equations. We will call (3.5) the generalized Riccati equa
tions, and describe a method to reconstruct the linear system 
from them. Assume a solution r of (3.5) can be factorized 
into a product of two undetermined matrices 

r =XY- 1
, (4.1) 

with one more relation between X and Y to be imposed later, 
so that each of them can be completely specified. Substitut
ing (4.1) into (3.5a), we get 

X,y -ry,y -r(X,z -ry,.) =rByY-ByX. (4.2) 

We then use (2.6) to get rid of the only r 2 term appearing in 
(3.2), and obtain 

(X,y + ByX + 1'..) - r(X,z + 1'.y + By Y - 131'..) = 0 . 
(4.3 ) 

Now we supply the missing relation between X and Y by 
imposing 

X,y + ByX + 1'.. = 0 , 

so that we get from (3.3) 

X,z + Y,y +ByY -f3Y,z = 0, 

(4.4 ) 

( 4.5) 

Equations ( 4.4) and ( 4. 5 ) can be combined in a matrix form 

( 4,6a) 

A similar maneuver on (2.5b) gives 

(a
z + Bz - ay ) (X) 
- ay az + Bz + 13 ay Y = 0 . ( 4.6b) 

Equations (3.3a) and (3.3b) can be simultaneously dia
gonalized to become 

chiral model 

linear system 

Riccati equations, ______ +-______ ~BT • 
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(
ay + By +0 (1/a')a. 0 ) 

ay +By - aa. 

(
X + (1/a)1")_ 

X X-aT )-0, (4.7a) 

(
az + B z -0 (l/a)ay 0 ) 

az +Bz + aay 

(
X + (1/a) 1") _ 

X X-aY )-0, ( 4.7b) 

where a = Hf3 + (13 2 + 4) 1/2 ]. Comparing with the origi
nal linear system (3.1), we find A = a or - 1/ a, i.e., A is 
either root of the equation A 2 = f3A + 1. Notice that to de
rive the linear system (4.6) from (3.5), it has been necessary 
to use the constraint (3.7), while in going from (2.8) to 
(2.9), no constraint on r is needed, 

Conversely, to derive the generalized Riccati equations 
(3.5) from the linear system (4.6) will also need help from 
the constraint (3.7), as we will show in the following. Sup
pose (~:) and (~:) are two independent solutions of (4.6). 
Define 

( 4.8) 

where C is a constant matrix. Then a direct computation on 
( 4. 8) yields 

r,y = rr,z + (r,By) + (r2 
- f3r - 1) 

(4,9) 

If r of (4.8) happens to satisfy the constraint (3.7), then 
(4.9) becomes identical to (3.5a). Equation (2.6b) can be 
similarly reproduced. Thus the constraint (3.7) is needed in 
addition to the linear system (4.6) to return to the general
ized Riccati equations (3.5). 

To conclude, we have shown that the chiral model and 
the SDYM theory differ from each other in regard to the 
Riccati equation, and the situation can be summarized by 
the following diagrams: 

SDYM 

linear system 

4·~ 
~ 
~ 

vO 

generalized 

Riccati equations -----<~----- BT 
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In this paper finite-dimensional Lorentz covariant bifurcation equations are constructed and 
their properties, solutions, and gradient structures are examined. The possible applications of 
these ideas and techniques to elementary particle physics are considered. 

I. INTRODUCTION 

In the last few years extensive research was done on 
bifurcations covariant with respect to the rotation group in 
three dimensions and their applications in various physical 
contexts. 1-5 In view of these efforts the study of Lorentz co
variant bifurcations seems to be both natural and interesting 
from physical and mathematical considerations. 

First, from a mathematical point of view, the Lorentz 
group is a simple noncom pact group [as compared to 0 (3 ) 
which is compact] and hence all its nontrivial finite-dimen
sional representations are non unitary, thus possibly intro
ducing a new element in the analysis of the bifurcation equa
ti'ons. More important from a physical point of view is the 
fact that the Lorentz group is the invariance group of all 
local relativistic physical phenomena and hence covariant 
bifurcations with respect to this group should govern all bi
furcations of relativistic processes. In particular we wish to 
point out that the production of new (elementary) particles 
through a collision of other particles at relativistic velocities 
can be viewed as a bifurcation process. Thus in this instance 
the original (stable) state of the system (consisting of the 
particles before the collision) becomes, above certain energy 
threshold, unstable due to the collision and the system bifur
cates to new states or particles. It follows then that the de
tailed study of these Lorentz covariant bifurcations, which 
are independent of the explicit form of the interaction, might 
lead to better understanding of these processes, which goes 
beyond those consisting of spin and energy alone. 

The plan of the paper is as follows: in Sec. II we summa
rize briefly the general setting for covariant bifurcations as 
discussed by Sattinger1

•
2 and comment on the possible diffi

culties in its application to noncom pact groups. In Sec. III 
the construction of Lorentz covariant bifurcation equations 
is carried out and in Sec. IV we present an explicit example of 
these equations and their solutions. In Sec. V we prove that 
Lorentz covariant bifurcations of the second order have a 
gradient structure even though the corresponding represen
tations are non unitary. Some possible implications of these 
techniques to the physics of elementary particles are consid
ered in Sec. VI. Finally in the Appendix we show the need for 
a minor modification in the formula for the Clebsch-Gordan 
coefficients of the Lorentz group. 

II. A SHORT REVIEW OF BIFURCATION THEORY WITH 
SYMMETRY1.2 

We are considering the bifurcations of a nonlinear func
tional equation G(u,A) = O. Under proper conditions on 

G(A"u) we can reduce this equation at a bifurcation point 
(A,o,uo) via the Lyapunov-Schmidt method to a finite-di
mensional problem: 

Fi(A"v) = 0, i= 1, ... ,n, (1) 

vER nand n = dim ker Gu (A,o,uo)' Expanding F(A"v) in a 
power series in v we obtain, 

F(A"v) =A(A,)v+B2(A"v,v) +B3 (A"v,v,v) + .... (2) 

On can infer then that if the original problem is covariant 
with respect to a representation r of a group G then the same 
holds for each term in the expansion (2). Furthermore, since 
B2(A"v,w) must be symmetric in v,w it follows that B2 must 
belong to the subspace of symmetric second-order tensors 
which transform as r under the action of G. 

For the rest of this work we approximate F(A"v) by the 
first two terms in (2) (obviously, ifB2=0 one must consider 
B3 , etc.) and denote B2 by B. 

The construction and anlysis of second-order G-covar
iant bifurcations proceeds as follows: first, we identify those 
representations for which r appears as a symmetric tensor in 
the decomposition of r X r. Then to construct B explicitly 
we can either use the Clebsh-Gordan coefficients of G or 
apply the Lie generators of G directly on some "ground 
state" of B. Furthermore, if r is irreducible it follows then 
from Schur's Lemma that A (A,) = ,11. Once the solutions of 

B(v,v) +A(A,)v = 0 (3) 

have been found (usually there are several solutions) one 
can infer the stability of each bifurcating state by introducing 
the parametrization 

A, = - E, V = - ES (4) 

and calculating the eigenvalues of J - ,11, where J is the Ja
cobian of B at the solution. For E> 0, negative and positive 
eigenvalues correspond then to stable and unstable subcriti
cal branching states, respectively. 

Although the results of bifurcation theory reviewed 
above are rather general, proper care should be exercised in 
their application to the Lorentz group since it is a noncom
pact group. Due to this fact there exist some open mathemat
ical questions as to whether the Fredholm alternative and 
the Lyapunov-Schmidt procedure hold under these condi
tions. While these problems should be addressed formally, 
we would like to observe that from a physical point of view 
the Lorentz group is a local symmetry group. Accordingly, 
in our analysis of the bifurcation equations we have to con
sider only a proper neighborhood of the identity in this 
group. It is our contention then that under these restrictions 
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the bifurcation theory as developed in Refs. 1 and 2 holds for 
Lorentz covariant bifurcations. 

Another possible source of trouble in applying the gen
eral theory to the finite-dimensional representations of the 
Lorentz group is that these are nonunitary. 

However, a close examination of the theory developed 
in Ref. 1 (and Theorem 4.1 in particular) shows that the 
unitarity assumption is not needed and we can apply these 
results in our context. 

III. CONSTRUCTION OF LORENTZ COVARIANT 
BIFURCATION EQUATIONS 

We first observe that there are two ways to characterize 
the spinor representations of the (proper) Lorentz group 
(which we denote henceforth by G.) These are (k,n)s and 
()o,)])' The first of these notations relates to the spinor con
tents of the representation while the second relates to its 
decom position with respect to 0 ( 3 ) .6 

Lemma 1: Let r = (k,n) s be an irreducible representa
tion of G and letF(A,v) be covariant with respect to r, then 
B:=O unless k,n are even. 

Proof" For B to be different from zero it is necessary (but 
not sufficient) for r to appear in the decomposition of r X r. 
However, 

rX r = L El1 (k ',n')s' (5) 

where 

k' = 0,2, ... ,2k, n' = 0,2, ... ,2n. 

Hence, we infer that (k,n)s appears in this decomposition 
only if k,n are even. 

Proposition 1: If r = (k,n)s' then B does not vanish if 
and only if k,n and (k + n)/2 are even integers. 

Proof" In view of Lemma 1 r appears (once) in the 
decomposition of r X r under the conditions of this proposi
tion. We must prove, however, that it appears as a symmetric 
tensor. To show this we denote the states ofrby x(k,n,),m). 
The states of a representation (k ',n') s' which appear in the 
decomposition of r X r, are then given by 

x(k ',n',),m) 

(6) 

where the H 's are the Clebsch-Gordan (CG) coefficients of 
G. Hence r appears as a symmetric tensor in the decomposi
tion if and only if 

(7) 

However, it is well known that the CG coefficients of G are 
given by6.7 (see, however, the discussion in the Appendix) 

Hk.nJ.m . 
k 1.n IJl,m.;k2.n2J2,m2 

(8) 

where a is symmetric in)I')2' Hence, using the symmetry 
properties of the 3) and the 9) symbols8 we infer that (7) is 
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true if and only if ( - 1) (k + n)/2 = 1, which proves our state
ment. 

We now note that the explicit form of B is known if the 
CG coefficients of G are known. In fact for r = (k,n) s we 
have 

(for brevity we dropped the designation of the representa
tion and shall do so henceforth whenever its meaning is 
clear). However, since the actual calculation of the H's is 
tedious we describe a direct method to do so for irreducible 
spinor representations of the form (n,n)s:=(O,n + 1), i.e., 
the ladder representations whose decomposition with re
spect to 0 (3) contains the irreducible representations 
) = O,l, ... ,n. (The method to be described can be applied to 
other spinor representations with minor modifications.) 

Proposition 2: The action of the operator 

F2 = - (B i + B ~ + B ~) = F _F + + F~ - J3 (10) 

on x(k,n,),m) (here k,n are arbitrary) is given by 

F 2x(k,n,),m) = (ji -/6 +/+)+ 1)x(k,n,),m). (11) 

Proof" The proof of this proposition proceeds through 
direct (and long) computation using the results in Ref. 6 
regarding the matrix elements of the operators F +, F _, and 
F3• 

At this point we would like to note that the operator F2 
seems to have an intrinsic importance from a group theoreti
cal point of view. Thus, as is obvious from (11), any state 
x(k,n,),m) of (k,n)s is an eigenstate of F2. Moreover, the 
corresponding eigenvalues are independent of m. However, 
we found no reference to this operator in the classical litera
ture on G. 

We start the construction of the quadratic form B ( ),m) 
with B(O,O). To this end we observe that the representation 
j = 0 appears only in the decomposition of j Xj. Hence we 
attempt to write 

n j 

B(O,O) = L L a(j,m)x(j,m)x(j, - m). (12) 
j~Om~ -j 

To determine the coefficients a (),m) we use the fact that 

J+B(O,O) = 0 (13) 

[or equivalently J _B(O,O) = 0]. This yields after some sim
ple algebra 

n j 

B(O,O) = L b(j) L (- 1)mx (j,m)x(j, - m), (14) 
j~O m~-j 

where b( j) are constants which depend on) only. To deter
mine these coefficients we now apply F2 to B(O,O) using 
(11) with)o = 0')1 = n + 1, 

F 2B(0,0) = - (n 2 + 2n)B(0,0). (15) 

Evaluating the left-hand side of this equation by direct appli
cation of F ~ + F _F + - J3 to ( 14) yields a system of linear 
equations for b (j) (note that F 2 is not a derivation) which 
when solved determines B(O,O). The other components of B 
can be obtained then by repeated aplications ofF + and J _ or 
F_ andJ+. 

In order to solve the second-order bifurcation equations 
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we shall use the following results, which are completely anal
ogous to those for 0 (3). I 

Lemma 2: The states x ( j,m) in an irreducible spinor 
representation of G can be chosen so that 

x(j,m) = ( - l)mx(j, - m). (16) 

Proof: An irreducible spinor representation of G can be 
decomposed into irreducible representations of 0 (3), each 
of which appears once. It was shown by Sattingerl that due 
to the uniqueness of x (j,m) in an irreducible representation 
of 0 (3) it is possible to satisfy condition (14). This proves 
the lemma. 

Proposition 3: Let the reduced second-order bifurcation 
equations for (n,n) s 

B(j,m) + Ax(j,m) = ° (17) 

be restricted to the subclass of solutions with the symmetry 

x(j,m) = ( - l)mx(j, - m), (18) 

then 

B(j, - m) = ( - l)mB(j,m), (19) 

i.e., the bifurcation equations for m < ° are redundant. 
Proof' From the previous lemma it follows that B( j,m) 

can be chosen so that 

B(j,m) = ( - l)mB(j, - m). (20) 

However, by construction B(j,m) for (n,n)s is a qua
dratic form with real coefficients, hence 

B(j,m)(x(j,m») = B(j,m)( x(j,m»). 

But from Lemma 2 and condition (18) we obtain 

x(j,m) = (_l)mx(j, - m) =x(j,m). 

Thus, 

B(j, - m)(x(j,m») = ( - l)mB(j,m)(x(j,m») 

= ( - 1)mB(j,m)(jx(j,m») 

= ( - 1) mB(j,m)(x(j,m»), 

which is the desired result. 

(21) 

(22) 

(23) 

Finally we note that when r is reducible the additional 
considerations that are necessary to construct and solve the 
bifurcation equations are completely analogous to the 0 (3 ) 
easel and will not be discussed further here. 

Remark: The representations (j,j + 1) of G are equiva
lent to irreducible representations of 0 (3). It follows then 
that the construction of covariant bifurcation equations 
which are related to these representations proceeds exactly 
as in the 0 ( 3) case. 

IV. AN EXAMPLE 

In this section we construct and solve explicitly the bi
furcation equations for (2,2) s' To begin with we apply F2 to 
B(O,O) and use (9) and (11). We obtain thefollowing equa
tions for b (j) : 

b(O) = 2b(1), b(1) + b(2) = 0. (24) 

Hence, up to a multiplicative constant, B(O,O) in this case is 
given by 

B(O,O) = 2x2 (0,0) + x 2
( 1,0) 
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- 2x(1,l)x(1, - 1) - 2x(2, - 2)x(2,2) 

+ 2x(2, 1 )x(2, - 1) - x 2 (2,0). 

The other components of B can now be evaluated by repeat· 
ed application of F + and J _, 

B(1,I) = -2v'Jx(1,-I)x(2,2) +~x(1,0)x(2,1) 

- v2x( 1,1 )x(2,0) + 2x(O,O)x( 1,1), 

B( 1,0) = - ~x( 1, - 1 )x(2, 1) + 2v2x( 1,0)x(2,0) 

- ~x( 1,1 )x(2, - 1) + 2x(0,0)x( 1,0), 

B( 1, - 1) = - 2v'Jx( 1,1 )x(2, - 2) + ~x( 1,0)x(2, - 1) 

- v2x( 1, - 1 )x(2,0) + 2x(O,O)x( 1 - 1), 

B(2,2) = - 2x(2,2) [v2x(2,0) + x(O,O)] + v'3x2 (2,1) 

+ v'Jx2 (1 , 1 ), 

B(2,1) = - 2v'Jx(2, - l)x(2,2) + v2x(2,0)x(2,1) 

- 2x(0,0)x(2, 1) + ~x( 1,0)x( 1, 1), 

B(2,0) = - 2v2x(2, - 2)x(2,2) - v2x(2, - l)x(2,1) 

+ v2x2 (2,0) - 2x(0,0)x(2,0) 

+ v2x(1, - l)x(1,I) + v'lx2(1,Q), 
B(2, - 1) = - 2v'Jx(2, - 2)x(2,1) + v2x(2, - 1)x(2,0) 

- 2x(0,0)x(2, - 1) + ~x( 1,0)x( 1, - 1), 

B(2, - 2) = - 2x(2, - 2) [v2x(2,0) + x(O,O)] 

+ v'Jx2 (2, - 1) + v'Jx2 (1, - 1). 

Solving the second-order bifurcation equations 
B (v, v) + A v = ° under the restrictions of Proposition 3 we 
found the following four solutions for (2,2) s [note that for 
an irreducible representation A (A) = AI in (21) ]. The non
zero components of these solutions are 

(1)x(O,O) = -AI2; (2)x(0,0)=AI6, 

x(2,0) = - (Y'L/3)A; (3,4) x(2,2) = ± (v'J/6)A, 

x(2,0) = (Y'L/6)A, x(O,O) =AI6. 

To determine the stability of these bifurcating solutions we 
let A = 1 and evaluate the eigenvalues of J-I, where J is the 
Jacobian of B(v,v) at the solution. It is interesting to note 
that for all the four solutions given above these eigenvalues 
are ( - 3, - 2,0) (the corresponding multiplicities are 3, 1, 
5). Hence if we introduce the scaling A = - E, 

X (j,m) = EZ (j,m ) then for E> ° we obtain subcritical 
branching with one neutral and two stable modes. (From a 
physical point of view the most natural interpretation of A is 
as the total energy of the system.) 

V. GRADIENT STRUCTURE OF THE BIFURCATION 
EQUATIONS 

In this section we show that for r = (n,n) s there exists a 
Lorentz invariant polynomial pIx (j,m») so that 

B(') Jp (25) j,m = a (. ) 
x j,m 

iftheB(j,m) satisfy the condition (19). To prove this asser
tion we note that p has to be a third-order polynomial in 
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x (j,m). Taking into account the invariance of p with respect 
to 0 (3) it is easy to infer that p must be of the form 

n ; 

p = I dU) I (- l)mB(j,m)x(j, - m). (26) 
j~O m~-j 

To determine the coefficients d(j) we use the invariance of 
p, which implies that F3 (p) = O. This immediately yields 
d(j) = d(j - 1 ),j = l, ... ,n,i.e., up to a multiplicative con
stant, 

n j 

p = I I (- 1 )mB(j,m)x(j, - m). (27) 
j~Om~-j 

Using (9) and a little algebra then yields 

(28) 

A careful analysis of this expression using the symmetry 
propertiesoftheH's (Ref. 8) and (A7) shows that the coef
ficient of 

x( jl,m l )x(j2,m2)x( j3,m3) 

(for fixedjum;, i = 1,2,3) is given by 

6( - l)m-n j " -. m, . 
J.m.,h m 2 

Hence when we diiferentiatep with respect tox(j3,m3) we 
obtain 

= ( - l)mB(j3' - m3) = B(j3,m3) 

[where we took into account the fact thatx( jl,m l )x(j2,m2) 
appears twice in this summation]. 

We verified this result explicitly for (2,2) s. 

VI. POSSIBLE PHYSICAL APPLICATIONS 

To summarize the results of this paper from a physical 
point of view we observe that without any reference to the 
explicit form of the interaction involved in the bifurcating 
process we were able to deduce, using Lorentz covariance 
alone, the number of bifurcating modes and their stability. It 
follows then that if the proposed application of bifurcation 
theory to colliding beams of particles is correct one should be 
able to predict a priori certain experimental facts which were 
derived so far on a phenomenological basis only. 

The major obstacle for such a direct application is that 
particles at relativistic speeds are "dressed particles." Thus it 
is not a priori clear that the same representation which is 
related to a given particle at low energies is appropriate for 
its description at high energies. In particular, one should not 
rule out the use of the ladder representations of G for the 
description of bifurcating processes involving elementary 
particles. 9 

A possible objection to this point of view is that in treat
ing elementary particles one should consider the quantized 
fields rather than the classical equations of motion. How
ever, regardless of the paradigm one adopts for the study of 
these bifurcating processes G covariance must hold and our 
calculations should be applicable to it. (The same applies to 
any physical process which is G covariant.) 

Another open question that is related to this bifurcation 
theory is the determination of the isotropy group for the 
bifurcating modes [this is open even for 0 (3) ]. The identifi
cation of such an isotropy group should in principle lead to 
additional quantum numbers which characterize the bifur
cating states. 

APPENDIX: ON THE CG COEFFICIENTS OF G 

The CG coefficients for the spinor representations of the 
Lorentz group appear in various references (see Refs. 6 and 
7). The one due to Gel'fand et al. 6 is equivalent to 

Hk,nJ,m . = ~ (k '+ ,.n , 'I' )(kl ,.k
2 

'Ik, ') k"n,J"m,;k"n,J,m, L -,m l m 2 ,-,m - m 1 - m 2 1,m -,m1,-,m2 -,m1 + m 2 
m"m, 2 2 2 2 2 

However, it is easy to show that these two formulas agree up 
to an unimportant factor of ( - 1) C , where c depends only 
on k;,n;, i = 1,2,3. We contend, nevertheless, that in both of 
these equivalent formulas a factor of 

a(jl,j2,j) = ( - l)(j, +j, -j,)12 

should be inserted on the right-hand side. 
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(A3) 

(Al) 

(A2) 

To begin with we observe that (qualitatively) both 
(AI) and (A2) are incompatible with the matrix elements 
of the Lie algebra of G as they appear in Refs. 6 and 7. In fact, 
according to (A 1) and (A2) the CG coefficients of G are all 
real. Hence the states of r' in the decomposition of r X r 
should all appear with real coefficients. However, when one 
applies F + or F3 on such a state of r' one obtains, in general 
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(i.e., whenjo#O), an expression with both real and complex 
coefficients. Such a state cannot be a multiple of the one 
constructed using (A 1) or (A2). 

More concretely we computed the Clebsch-Gordan co
efficients for the ground state B(O,O) of (2,2) s in the decom
position of (2,2)s X (2,2)s using both (AI) and (A2) and 
found in both cases that 

B(O,O) = (1!2v1){2x2(0,0) + 2x(1,I)x(1,-1) 

- x 2( 1,0) - 2x(2,2)x(2, - 2) 

+ 2x(1,I)x(1, - 1) - x2(2,0)}. (A4) 

However, (A3) is incorrect. In fact from Refs. 6 and 7 we 
infer that 

F+B(O,O) = (4/v1)B(1,I). 

But if we apply F + to (A3) we obtain 

B(1,I) = 6x(O,O)x(1,I). 

(AS) 

(A6) 

This expression for B (1,1) is wrong since from (A 1) we 
obtain, e.g., 

Hi:tI.-l =!, 
i.e., a term with x(2,2)x(1, - 1), should appear in (A6). 

Similarly if we construct the highest weight B(2,2) of 
(2,2)s using (AI) we obtain 

B(2,2) = (1!2v1){ - 2x(0,0)x(2,2) + 2u(2,0)x(2,2) 

+v1x2 (1,I) -v1x2(2,1)}. 

However, the application of F + on this state yields 

F +B(2,2) = jx(1,1 )x(2,2), 

rather than zero as it should. 
Bya little algebra one finds that the required adjustment 

in (A1) [or (A2)] for (2,2) s is given by (A3). We conjec
ture, however, that this is true for all spin or representations 
of G since (A3) is independent of (k,n). We in fact verified 
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this statement directly for (4,4) s' The general proof of this 
conjecture will require a separate publication (which is out
side our main thrust in this paper). The general formula for 
the CG coefficients of G is given therefore by 

Hk,nJ.m . 
k"n IV1 ,m l ;k:>.,n:o.J:o.,m;c 

= ( - 1) (k+ n +j, + j, - j,) /2 [ (k + 1)( n + 1)( 2j 1 + 1) 

X (2j2 + 1)] 1I2(jlm 1;j2,m 2 Ijm) 

rl2 n/2 j,} 
X k2/2 nz/2 ~. (A7) 

kl2 nl2 

We would like to note, however, that the main results of this 
paper are independent of the proposed adjustment in (A 1). 
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It is shown that the representation of the E(2)-like little group for photons can be reduced to 
the coordinate transformation matrix of the cylindrical group, which describes movement of a 
point on a cylindrical surface. The cylindrical group is isomorphic to the two-dimensional 
Euclidean group. As in the case ofE(2), the cylindrical group can be regarded as a contraction 
of the three-dimensional rotation group. It is pointed out that the E (2) -like little group is the 
Lorentz-boosted 0(3)-like little group for massive particles in the infinite-momentumlzero
mass limit. This limiting process is shown to be identical to that of the contraction of 0 (3) to 
the cylindrical group. Gauge transformations for free massless particles can thus be regarded 
as Lorentz-boosted rotations. 

I. INTRODUCTION 

In their 1953 paper, I Inonu and Wigner discussed the 
contraction of the three-dimensional rotation group [or 
0(3)] to the two-dimensional Euclidean group [or E(2)]. 
Since the little groups governing the internal space-time 
symmetries of massive and massless particles are locally iso
morphic to 0(3) and E(2) respectively,2 it is quite natural 
for us to expect that the E(2)-like little group is a limiting 
case of the 0(3)-like little group.3 

The kinematics of the 0 (3) -like little group for a mas
sive particle is well understood. The identification of this 
little group with 0 (3) can best be achieved in the Lorentz 
frame in which the particle is at rest. 2 In this frame, we can 
rotate the direction of the spin without changing the momen
tum. Indeed, for a massive particle, the little group is for the 
description of the spin orientation in the rest frame. 

The kinematics of the E(2)-like little group has been 
somewhat less transparent, because there is no Lorentz 
frame in which the particle is at rest. While the geometry of 
E( 2) can best be understood in terms of rotations and trans
lations in two-dimensional space, there is no physical reason 
to expect that the translationlike degress of freedom in the 
E( 2) -like little group represent translations in an observable 
space. In fact, the translationlike degrees of freedom in the 
little group are the gauge degrees of freedom. 4 Therefore, in 
the past, the correspondence between the E (2) -like little 
group and the two-dimensional Euclidean group has been 
strictly algebraic. 

In this paper, we formulate a group theory of a point 
moving on the surface of a circular cylinder. This group is 
locally isomorphic to the two-dimensional Euclidean group. 
We show that the transformation matrix of the little group 
for photons reduces to that of the coordinate transformation 
matrix of the cylindrical group. The cylindrical group there
fore bridges the gap between E(2) and the E(2)-like little 
group. 

As in the case of E(2), we can obtain the cylindrical 
group by contracting the three-dimensional rotation group. 
While the contraction of 0(3) to E(2) is a tangent-plane 

approximation of a spherical surface with large radius, I the 
contraction to the cylindrical group is a tangent-cylinder 
approximation. Using this result, together with the fact that 
the representation of the E(2)-like little group reduces to 
that of the cylindrical group, we show that the gauge degree 
offreedom for massless particles comes from Lorentz-boost
ed rotations. 

In Sec. II, we discuss the cylindrical group and its iso
morphism to the two-dimensional Euclidean group. Section 
III deals with the E(2)-like little group for photons and its 
isomorphism to the cylindrical group. It is shown in Sec. IV 
that the cylindrical group can be regarded as an equatorial
belt approximation of the three-dimensional rotation group, 
while E(2) can be regarded as a north-pole approximation. 
In Sec. V, we combine the conclusions of Sec. III and Sec. IV 
to show that the gauge degrees of freedom for free massless 
particles are Lorentz-boosted rotational degrees of freedom. 

II. TWO-DIMENSIONAL EUCLIDEAN GROUP AND 
CYLINDRICAL GROUP 

The two-dimensional Euclidean group, often called 
E (2), consists of rotations and translations on a two-dimen
sional Euclidian plane. The coordinate transformation takes 
the form 

X' = x cos a - y sin a + u, 

y' = x sin a + y cos a + v. 
(2.1 ) 

This transformation can be written in the matrix form as 

[
XI] [COS a 

~' = si~a (2.2) 
-sma 

cos a 

o 
The three-by-three matrix in the above expression can be 
exponentiated as 

E(u, v, a) = exp[ - i(uP1 + vP2 ) ]exp( - iaL3 ), 

(2.3 ) 

where L3 is the generator of rotations, and PI and P2 generate 
translations. These generators take the form 
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L, ~ [~ 
-i 

~] , ° 
° 

P, ~ [~ ° ~] , p,[~ ° ~l ° ° 
° ° 

(2.4 ) 

and satisfy the commutation relations 

[PI,P2J = 0, [L3,PI J = iP2, [L3,P2J = -iPI, (2.5 ) 

which form the Lie algebra for E(2). 
The above commutation relations are invariant under 

the sign change in PI and P2. They are also invariant under 
Hermitian conjugation. Since L3 is Hermitian, we can re
place PI and P2 by 

QI = - (PI)t, Q2 = - (P2)t, (2.6) 

respectively, to obtain 

[QI,Q2J = 0, [L3,QIJ = iQ2' [L3,Q2J = - iQI' 
(2.7) 

These commutation relations are identical to those for E(2) 
given in Eq. (2.5). However, QI and Q2 are not the genera
tors of Euclidean translations in the two-dimensional space. 
Let us write their matrix forms: 

Q, ~ [~ ° ~] , Q,~ [~ ° ~l ° ° (2.8 ) 

° HereL 3 is given in Eq. (2.4). As in the case ofE(2), we can 
consider the transformation matrix 

C(u,u,a) = C(O,O,a)C(u,u,O), (2.9) 

where C(O,O,a) is the rotation matrix and takes the form 

[

COS a 

C(O,O,a) = exp( - iaL3 ) = Si~ a 

- sin a 

cos a 

° 

C(u,u,O) ~ exp! - ;(uQ, + uQ,)) ~ [~ ° 
U 

~] , 
(2.10) 

~l 
(2.11 ) 

The multiplication of the above two matrices results in the 
most general form of C(u,u,a). If this matrix is applied to 
the column vector (x,y,Z) , the result is 

[
c~s a 
sma 

U 

c~ss~n a ~] [~] = [: ~~:: ~ ; ::: :]. 

U 1 Z z+ux+uy 
(2.12 ) 

This transformation leaves (x2 + y2) invariant, while Z can 
vary from - 00 to + 00. For this reason, it is quite appro
priate to call the group of the above linear transformation the 
cylindrical group. This group is locally isomorphic to E(2). 

If, for convenience, we set the radius of the cylinder to be 
unity, 

(2.13 ) 
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then x and y can be written as 

x = cos c/J, y = sin c/J, (2.14 ) 

and the transformation of Eq. (2.12) takes the form 

~:::a ~] [~~::] = [ ~~:~:::;. ]. 

U I z z + U cos c/J + U sm <p 
[
c~s a 
sma 

U 
(2.15 ) 

We shall see in the following sections how this cylindrical 
group describes gauge transformations for massless parti
cles. 

III. E(2)-LlKE LITTLE GROUP FOR PHOTONS 

Let us consider a single free photon moving along the z 
direction. Then we can write the four-potential as 

AI-'(x) =AI-'eiw(z~t), 

where 

A I-' = (AI.A2.A3.AO)' 

The momentum four-vector is clearly 

pi-' = (O,O,liJ,liJ). 

(3.1) 

(3.2) 

Then, the little group applicable to the photon four-potential 
is generated by 

J,~ [~ 
-i ° n ° ° 
° ° 
° ° (3.3 ) 

N,~ [~ ° -i 

~J N,~ [~ ° ° 

~l ° ° ° -i 

° ° ° 
° ° ° 

These matrices satisfy the commutation relations: 

[J3,NI J = iN2' [J3,N2 J = - iNI' [NI,N2 J = 0, 
(3.4 ) 

which are identical to those for E(2). From these genera
tors, we can construct the transformation matrix: 

D(u,u,a) = D(O,O,a)D(u,u,O), 

where 

D(u,u,O) = exp[ - i(uNI + uN2 )], 

D(O,O,a) = R(a) = exp[ - iaJ3 J . 

(3.5 ) 

We can now expand the above formulas in power series, and 
the results are 

and 

[

COS a 
sina 

R(a) = ~ 

-sma 

cos a 

° 
° 

° ° 1 

° 
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D(u,v,O) 

~ [~ 
0 -u 

u ] -v v 

v 1 - (u2 + v2)/2 (u2 + v2)/2 . 

v _ (u2 + v2 )/2 1 + (u2 + v2 )/2 
(3.7) 

When applied to the four-potential, the above D matrix per
forms a gauge transformation,4 while R (a) is the rotation 
matrix around the momentum. 

The D matrices of Eq. (3.5) have the same algebraic 
property as that for the E matrices discussed in Sec. II. Why, 
then, do they look so different? In the case of the 0(3)-like 
little group, the four-by-four matrices of the little group can 
be reduced to a block diagonal form consisting of the three
by-three rotation matrix and one-by-one unit matrix. 2 Is it 
then possible to reduce the D matrices to the form which can 
be directly compared with the three-by-three E or C matrices 
discussed in Sec. II? 

One major problem in bringing the D matrix to the form 
of the Ematrix is that theD matrix is quadratic in the u and v 
variables. In order to attack this problem, let us impose the 
Lorentz condition on the four-potential: 

(3.8) 

resulting in A3 = Ao. Since the third and fourth components 
are identical, the N) and N2 matrices of Eq. (3.3) can be 
replaced, respectively, by 

o 
o 
o 
o 

o 
o 
o 
o 

o 
o 

o 
o 
o 
o ~l 

(3.9) 

At the same time, the D(u,v,O) ofEq. (3.7) becomes 

D(u.,.O) ~ [~ ~ : ~l (3.10) 

This matrix has some resemblance to the representation of 
the cylindrical group given in Eq. (2. 11 ) .5 

In order to make the above form identical to Eq. (2.11), 
we use the light cone coordinate system in which the combi
nationsx,y, (z + t)/v1, and (z - t)/v1 are used as the coor
dinate variables. 6 In this system the four-potential of Eq. 
(3.1) is written as 

(3.11) 

The linear transformation from the four-vector of Eq. (3.1) 
to the above expression is straightforward. According to the 
Lorentz condition, the fourth component of the above 
expression vanishes. We are thus left with the first three 
components. 

During the transformation into the light-cone coordi
nate system, J3 remains the same. Ifwe take into account the 
fact that the fourth component of A f' vanishes, N) and N2 
become 
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N)=_l [~ 
0 0 0] [0 0 0 010 

v1i 0 0 ~ , N2 = v1 ~ 
0 0 0 

As a consequence, D(u,v) takes the form 

D(u.,.O) ~ [u~V1 
o 0 

o 
v/v1 1 

o 0 

0 ° ~l 0 0 

0 

0 0 
(3.12 ) 

(3.13 ) 

and R (a) remains the same as before. It is now clear that the 
four-by-four representation of the little group is reduced to 
one three-by-three matrix and one trivial one-by-one matrix. 
Ifwe useJ3 , N), and N2 for the three-by-three portion of the 
four-by-four J3, N), and N2 matrices, respectively, then 

J3=L3' N)=(1!v1)Q), N2=(1/v1)Q2' (3.14) 

Now the identification of E( 2) -like little group with the cy
lindrical group is complete. 

IV. THE CYLINDRICAL GROUP AS A CONTRACTION OF 
0(3) 

The contraction of 0 (3) to E (2) is well known and 
discussed widely in the literature.) The easiest way to under
stand this procedure is to consider a sphere with large radius, 
and a small area around the north pole. This area would 
appear like a flat surface. We can then make Euclidean trans
formations on this surface, consisting of translations along 
the x andy directions and rotations around any point within 
this area. Strictly speaking, however, these Euclidean trans
formations are SO (3) rotations around the x axis, y axis, and 
around the axis which makes a very small angle with the z 
axis. 

Let us start with the generators of 0 (3), which satisfy 
the commutation relations: 

(4.1 ) 

Here L3 generates rotations around the north pole, and its 
matrix form is given in Eq. (2.4). Also, L) and L2 take the 
form 

o 
o 
i 

° ] [0 ° i] - i , L2 = O. 0 0 . 

o -/ 0 0 

(4.2) 

For the present purpose, we can restrict ourselves to a small 
region near the north pole, wherez is large and is equal to the 
radius of the sphereR, and x andy are much smaller than the 
radius. We can then write 

(4.3 ) 

The column vectors on the left- and right-hand sides are, 
respectively, the coordinate vectors on which the E(2) and 
0(3) transformations are applicable. We shall use the nota
tion A for the three-by-three matrix on the right-hand side. 
In the limit of large R, 
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L3 =ALy4 -I, 

PI = (lIR)AL~ -I, (4.4 ) 

P2 = - (lIR)ALIA -I. 

This procedure leaves L3 invariant. However, L I and L2 be
come the PI and P2 matrices discussed in Sec. II. Further
more, in terms of p .. P2 and L 3 , the commutation relations 
for 0 (3) given in Eq. (4.1) become 

[L 3,Pl l = iP2, [L3,P2l = - iFl , 
( 4.5) 

[PI,P2 l = - i(lIR)2L3' 

In the large-R limit, the commutator [PI' P2l vanishes, and 
the above set of commutators becomes the Lie algebra for 
E(2). 

We have so far considered the area near the north pole 
where z is much larger than (x2 + y2) 1/2. Let us next consid
er the opposite case, in which (x2 + y2) 1/2 is much larger 
than z. This is the equatorial belt of the sphere. Around this 
belt, x and y can be written as 

x = R cos cp, Y = R sin cpo (4.6) 

We can now write 

[C~s CP] [ 1/ R 
sm cp = 0 

z 0 

o 
1/R 

o 
( 4.7) 

to obtain the vector space for the cylindrical group discussed 
in Sec. II. The three-by-three matrix on the right-hand side 
of the above expression is proportional to the inverse of the 
matrix A given in Eq. (4.3). Thus in the limit of large R, 

L3 =A -ILy4, 

QI = - (1/R)A -ILzA, (4.8) 

Q2 = (lIR)A -ILIA. 

In terms of L 3 , QI' and Q2' the commutation relations for 
0(3) given in Eq. (4.1) become 

[L3,Qll = iQ2' [L3,Q2l = - iQI' 

(4.9) 

which become the Lie algebra for E(2) in the large-R limit. 
The contraction of 0(3) to E(2) and to the cylindrical 
group is illustrated in Fig. 1. 

V. E(2)-LlKE LITTLE GROUP AS AN INFINITE
MOMENTUM/ZERO-MASS LIMIT OF THE O(3)-LlKE 
LITTLE GROUP FOR MASSIVE PARTICLES 

If a massive particle is at rest, the symmetry group is 
generated by the angular momentum operators J I , J 2 , and J 3 • 

If this particle moves along the z direction, J 3 remains invar
iant, and its eigenvalue is the helicity. However, what hap
pens toJI andJz, particularly in the infinite-momentum lim
it? 

In order to tackle this problem, let us summarize the 
results of the preceding sections. The generators of the E (2)
like little group can be reduced to those of the cylindrical 
group. The cylindrical group can be obtained from the three
dimensional rotation group through a large-radius approxi-
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z z 

x---+--------~------- ------~~-------+--.y 

FIG. I. Contraction of the three-dimensional rotation group to the two
dimensional Euclidean group and to the cylindrical group. The rotation 
around the z axis remains unchanged as the radius becomes large. In the 
case of E (2), rotations around the y and x axes become translations in the x 
and - y directions, respectively, within a flat area near the north pole. In 
the case of the cylindrical group, the rotations around they and x axes result 
in translations in the negative and positive z directions, respectively, within 
a cylindrical belt around the equator. 

mati on. Therefore if the boost matrix takes a diagonal form 
as in the case of Eq. (4.3) or Eq. (4.7), we should be able to 
obtain NI and N z by boosting J2 and J I , respectively, along 
the z direction. 7 

Indeed, in the light-cone coordinate system, the boost 
matrix takes the form 

o 0 
o 

o R 
o 0 

R = ( 1 + fi ) 112 

1 - fi ' 

o ] o 
o ' 

1/R 

(5.1 ) 

where fi is the velocity parameter of the particle. Under this 
boost, J3 will remain invariant: 

J; = BJ3B -I = J3 • (5.2) 

Here J I and Jz in the light-cone coordinate system take the 
form 

J I =-' [~ 
0 0 

~l 0 -i 

vL 0 0 

0 -i 0 
(5.3 ) 

[ a 
0 

~] J _ 1 0 0 0 

2- vL ~i 0 0 o . 
0 0 0 

If we boost this massive particle along the z direction, the 
boosted J I and J 2 become 
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North Pole 

Identical 

Equatorial 
Belt 

R='/I+{3 
1-{3 

Isomorphic 

Identical 

FIG. 2. Here are E(2), the E(2)-like little group for massless particles, and 
the cylindrical group. The correspondence between E (2) and the E (2) -like 
little group is isomorphic but not identical. The cylindrical group is identi
cal to the E(2)-like little group. Both E(2) and the cylindrical group can be 
regarded as contractions of 0(3) in the large-radius limit. The Lorentz 
boost of the 0(3 )-like little group for a massive particle at rest to the E(2)
like little group for a massless particle is exactly the same as the contraction 
of 0(3 ) to the cylindrical group. The radius ofthe sphere in this case can be 
identified as ((1 + {3)/(1- {3»)'12. 

[0 
0 0 

i~ ] , -I 1 0 0 -fiR 
J I =BJIB = v2 ~ fR 0 o ' 

-fiR 0 0 
(5.4 ) 

J' =BJB-I=_l_[ ~ 
2 2 v2 -fR 

fiR 

o fiR 

o 0 
o 0 
o 0 

Because of the Lorentz condition, the fR terms in the fourth 
column of the above matrices can be dropped. Therefore, in 
the large-R limit which is the limit of large momentum, 

(5.5) 

where NI and N2 are given in Eq. (3.12). This completes the 
proof that the gauge degrees of freedom in the E(2)-like 
little group for photons are Lorentz-boosted rotational de
grees of freedom. The limiting process is the same as the 
contraction of the three-dimensional rotation group to the 
cylindrical group. 
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VI. CONCLUDING REMARKS 

The isomorphism between the two-dimensional Euclid
ean group and the little group for massless particles is well 
known and well understood. However, the isomorphism in 
this case does not mean that they are identical. We have 
shown in this paper that the E(2)-like little group can be 
reduced to the identity group and the cylindrical group 
which is isomorphic to E ( 2 ). As in the case of E ( 2 ), we can 
obtain the cylindrical group by contracting the three-dimen
sional rotation group. This contraction procedure is identi
cal to the Lorentz boost of the O(3)-like little group for a 
massive particle at rest to the E(2)-like little group for a 
massless particle. The result of the present paper is summar
ized in Fig. 2. 
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The Casimir elements of the P-type Lie superalgebras are investigated. Depending on the class 
of algebras under consideration either there do not exist any nontrivial Casimir elements at all 
or else the Casimir elements are highly degenerate. Basic to the investigation is a lemma about 
invariant supersymmetric multilinear forms on a finite-dimensional module over a Lie 
superalgebra. Some comments on the Cartan subalgebras of a Lie superalgebra are also 
included. An Appendix provides some information on multilinear algebra with t-commuting 
scalars. 

I. INTRODUCTION 

The present work is one more in a series of papers l
-

3 

dealing with the Casimir elements of Lie superalgebras.4
,5 

Once the cases of the general linear, the special linear, and 
the orthosymplectic Lie superalgebras have been discussed 
in some detail (see also Refs. 6-13), we now turn to the so
called strange classical Lie superalgebras. A special class of 
Q-type algebras has already been dealt with in Ref. 14, and 
some partial results on P-type and Q-type algebras have been 
obtained in Ref. 15. In an as yet unpublished investigation, 
the author himself has considered the simple Q-type alge
bras, and in Ref. 2 the P-type algebras have been touched 
upon. 

To remind the reader of the findings in the P-type case, 
let us first fix our notation (see Sec. IV for more details). The 
"proper" P-type algebras, i.e., those whose Lie algebra is 
isomorphic to sl (n ), will be denoted by P( n - 1). Closely 
related to these are the algebras which we denote by GP(n) 
(Ref. 15) and whose Lie algebra is glen). Formally they can 
be obtained by adjoining a grading derivation to pen - 1), 
geometrically they arise as the in variance algebra of a nonde
generate odd supersymmetric bilinear form. The algebra 
pen - 1) is the commutator algebra of GP(n). 

The preliminary results for the P-type algebras are 
somewhat surprising: All attempts to construct nontrivial 
Casimir elements for these algebras have failed. A standard 
technique, which has been successful in all other cases, only 
produced the zero Casimir element. 2.15 Moreover, an explic
it investigation showed that for n>3 the GP(n) and the 
pen - 1) algebras have no nontrivial Casimir elements of 
order <4 (for n = 1,2, these algebras are degenerate and 
hence these cases were excluded). 

Thus the question arose2 whether the P-type algebras 
have any nontrivial Casimir elements at all. In the present 
work we are going to answer this question as follows. The 
GP( n) algebras do not have any nontrivial Casimir ele
ments. In the P( n - 1) case, we characterize the Casimir 
elements without constant term by certain symmetric poly-

a) Part of this work has been presented at the Conference on Differential 
Geometric Methods in Theoretical Physics, Clausthal, West Germany, 
July 1986. 

nomials in n indeterminates and derive several necessary 
conditions which these Casimir elements must satisfy [for 
example, they are Z homogeneous of degree - n and the 
order of the nonzero ones is at least equal to !n (n + 1) J. 
Unfortunately, I do not yet know whether our conditions are 
also sufficient. I have only been able to settle the degenerate 
cases n = 1,2 and to construct the lowest-order Casimir ele
ment (of order 6) for n = 3. To my knowledge, the latter is 
the first example of a nontrivial odd Casimir element. 

Nevertheless, our results are sufficient to show that the 
Casimir elements ofthe pen - 1) algebras are highly degen
erate: The product of any two Casimir elements without con
stant term vanishes, and the image of any such Casimir ele
ment under a completely reducible representation is equal to 
zero. 

Let us now briefly comment on how we are going to 
proceed. For any finite-dimensional Lie superalgebra L, the 
classification of all Casimir elements amounts to the classifi
cation of all invariant supersymmetric multilinear forms on 
the coadjoint module L * (Ref. 2). We shall first look for 
graded subs paces U of L * with the property that the afore
mentioned forms are uniquely determined by their restric
tion onto U. Of course, a similar problem arises for any fin
ite-dimensional graded L-module Win place of L *. The ba
sic lemma of Sec. II contains a sufficient criterion for a grad
ed subspace U of W to meet this condition. In Sec. III the 
lemma is applied to the adjoint and coadjoint modules of L. 
In this connection we also have to comment on the Cartan 
subalgebras of a Lie superalgebra. 

The subsequent sections deal with the P-type Lie super
algebras. We recall some of their basic properties (Sec. IV), 
apply the lemma and derive the necessary conditions which 
the multilinear forms and hence the Casimir elements must 
satisfy (Sec. V), and discuss the examples I have studied 
(Sec. VI). 

In the proof of the lemma we utilize a tool that is suc
cessfully employed in most applications of supersymmetry, 
the introduction of anticommuting scalars. 16 Essentially, we 
are dealing with a Lie supergroup, even though we do not 
explicitly rely on the theory of these groups. For the conven
ience of the reader, the pertinent algebraic structures have 
b~en coll:cted in a rather extensive Appendix. This Appen
dIX contams much more material than is needed in the proof 
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of the lemma, and we allow for arbitrary gradations and 
arbitrary commutation factors. I 

We close this Introduction by the remark that through
out this work the base field K will be any commutative field 
of characteristic zero. 

II. A BASIC LEMMA 

In the present section we are going to show that an in
variant supersymmetric multilinear form on a graded mod
ule Wover a Lie superalgebra L is uniquely determined by its 
restriction onto a suitable graded subspace of W. 

Lemma: Let L be a finite-dimensional Lie superalgebra 
and let p be a graded representation of L in a finite-dimen
sional graded vector space W. Suppose we are given a graded 
subspace U of W, an element UEUo, and elements 
A 1, ... ,ArEL6 such that the following conditions are satisfied. 

( 1) The linear mappings p (A i) are nilpotent. 
(2) The vector space W6 is generated by the elements 

p(AI)u, ... ,p(Ar)u and its subspace U6. 
(3) The vector space Wi is generated by its subspaces 

p(L-f)u and Ui . 

Then any L-invariant supersymmetric n-linear form ifJ on W 
is uniquely determined by its restriction onto U. 

Proof Without loss of generality we may assume that ifJ 
is homogeneous. Let V be any finite-dimensional vector 
space and let S = 1\ V denote its Grassmann algebra, consid
ered as a Z2-graded algebra. Our main tool will be the exten
sion of the domain of scalars from K to S, as described in the 
Appendix. 

Let 1> be the graded S-multilinear extension of ifJ onto 
(S ® W) n and let p be the representation of S ® L in S ® W 
obtained form p by the extension of the domain of scalars 
from K to S. We know that 1> is homogeneous of the same 
degree as ifJ, furthermore, 1> is supersymmetric and S ® L in
variant. 

Obviously, the mappings p(Q) with QE(S®L)6 map 
(S ® W)O into itself. Consequently, p induces a representa
tion jJ of the Lie algebra (S ® L ) 6 in the vector space 
(S ® w)o, and the restriction 1>6 of 1> onto (S ® W)6 is sym
metric and (S®L)o invariant. 

Finally, let ~ denote the polynomial mapping of 
(S ® W)O into S defined by 

~(x) = 1> (x, ... ,x) for all XE(S® W)o' 

If Q is an element of (S ® L)6 such that jJ (Q) is nilpotent, 
then the (S ® L)6 invariance of 1>6 implies that 

~ - (Q) - (Q) - ~ -ifJo (e" xI, .. ·,e" xn) - ifJo (xI, .. ·,xn ) , 

for all xl, ... ,XnE(S ® W)6, and hence that 

~(ef>(Q)x) = ~(x) for all XE(S ® W)o' 

Now choose any elements BI, ... ,BsELi such that the 
vector space Wi is generated by the elements 
p (B I) u, ... ,p (Bs ) U and its subspace Ui (condition 3). Con
sider the polynomial mapping 

F: (So )rX (Si )SX (S ® U)o --- (S ® W)6 

defined by 
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F(al, .. ·,ar; bl, .. ·,bs ; y) 

= ef>(a,"A,) ... /(a,"A')ef>(b,,,B,) ... /(b,"B,)y. 

Note that the mappingsjJ(a i ®A i ) andjJ(bj ®Bj ) are nilpo
tent, hence F is well defined (for the former, this follows 
from condition 1, for the latter we only have to remark that 
the bj are odd). 

The derivative of Fat the point (0, ... ,0; 0, ... ,0; 1 ® u) is 
the K-linear mapping of the vector space (S6)'X (Si )S 

X (S ® U) 0 into the vector space (S ® W) 6, defined by 

r s 

---y+ Iai®p(Ai)u+ Ibj®p(Bj)u. 
i~ I j~ I 

Condition 2 and the choice of the Bj (hence condition 3) 
imply that this mapping is surjective. But then it is an ele
mentary fact from algebraic geometry that any polynomial 
mapping of (S ® W)6 into a finite-dimensional vector space 
is uniquely determined by its restriction onto the image of F 
(see Ref. 17 for an easy proof). In view of the invariance 
property of ~ this implies that ~ is uniquely fixed by its re
striction onto (S ® U)o' 

Because of its symmetry, 1>0 is uniquely determined by 
~, and the restriction of ~ onto (S ® U)o is uniquely deter
mined by the restriction of ifJ into U. Thus all we have to show 
is that ¢ is uniquely determined by 1>6, and this is true pro
vided we choose V such that 

dim V>dim Wi . 

The simple proof of this fact is left to the reader. 

III. FIRST APPLICATIONS OF THE LEMMA 

We will now apply our lemma to the adjoint and coad
joint representations of a finite-dimensional Lie superalge
bra L. Our results are not necessary for the rest of the paper, 
but I think they are worth mentioning. 

The adjoint case requires some preparatory remarks. 
Following Kac's basic work on Lie superalgebras4 it has be
come customary to simply identify the concepts of a Cartan 
subalgebra of L or Lo. On the other hand, it is easy to tran
scribe the classical definition to the supercase, as follows. A 
graded Cartan subalgebra h of L is a nilpotent graded subal
gebra of L which coincides with its normalizer in L (i.e., 
such that, for any AEL, the relation (A, h > C h impliesAEh). 

One may now sit down and transcribe the classical the
ory of Cartan sub algebras and regular elements of a Lie alge
bra 18 to the supercase. I do not want to go into detail here but 
only mention a proposition which establishes a simple bijec
tive correspondence between the Cartan subalgebras of L6 
and the graded Cartan subalgebras of L. 

Let us first introduce a notation. For any subset tCLa, 
the set of all AEL such that, for any TEt, 

(ad T),A = ° if r is sufficiently large, 

will be denoted by L 0 (t). It is easy to see that L 0 (t) is a 
graded subalgebra of L. 

Proposition 1: Let L be a finite-dimensional Lie superal
gebra. 

(a) If h is a graded Cartan subalgebra of L, then h6 is a 
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Cartan subalgebra of Lo and h = L 0 (ho ) . 
(b) IfkisaCartansubalgebraofLo, thenh = L o(k) isa 

graded Cartan subalgebra of Land ho = k. 
(c) A graded subspace h of L is a graded Cartan subal

gebra of L if and only if L o(ho) = h. 
The following proposition is a corollary to the basic 

lemma. 
Proposition 2: Let L be a finite-dimensional Lie superal

gebra and let h be a graded Cartan subalgebra of L. Then any 
invariant supersymmetric multilinear form on L is uniquely 
determined by its restriction onto h. 

Proof' Let K I be any extension field of K. Then a graded 
subalgebra h of L is a graded Cartan subalgebra of L if and 
only if K I ® h is a graded Cartan sub algebra of the Lie super
algebra K I ® Lover K I. Hence we may assume that the base 
field is algebraically closed. 

We know that ho is a Cart an subalgebra of Lo. Conse
quently, we can construct the root space decomposition of L 
with respect to hO.5 For any linear form A on ho let L A(ho ) 
denote the primary component of L corresponding to A. In 
particular, we have 

LO(ho)=h. 

If I::.. is the set of all nonzero AEh ~ such that L A (ho ) #- {O}, 
i.e., the set of all nonzero roots of L with respect to ho, then 

L = h ffi ffi L AChO) . 
AEll. 

To apply our lemma, we set U = h and choose an ele
ment uEho such that 

A (u) #- 0 for all AEI::.. . 

Now let AEI::.. and aEZz. Then ad U induces a bijective linear 
mapping of L ~ (ho ) onto itself, and for any AEL ~ (ho ), the 
mapping ad A is nilpotent. The rest is obvious. 

Remark: Proposition 2 generalizes, in the supercase, 
proposition 2 of Ref. 2. 

Let us next consider the case where W is the coadjoint 
moduleL * of L (this case will be of interest for the P-type Lie 
superalgebras). Of course, the smaller the subspace U of W 
is chosen the stronger the conclusion of the lemma will be. 
Disregarding condition 1 as well as the requirement that U be 
an element of U, the strategy must be to choose UEWo such 
that p (L) U has the largest possible dimension and then to 
take for U some graded subspace of W that is complemen
tary top(L)u. 

In the case of the coadjoint module we are thus led to 
search for even linear forms U on L such that the mapping 
A ~ - U 0 ad A of L into L * has maximal rank, i.e., such that 
the subspace 

R U = {BEL Iu( (A, B» = 0 for allAEL} 

has minimal dimension, which is to say that the rank of the 
bilinear form B U on L defined by 

BU(A,B) = u«A,B» 

is maximal. 
For any uE(L *)0' B U is even and super-skew-symmet

ric, and the radical R U of B U is a graded subalgebra of L. 
Moreover, the rank of B U is maximal if and only if both the 
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restrictions of B U onto Lo and LT have maximal rank. Gen
eralizing a concept from classical Lie algebra theory l9 such a 
linear form U will be called regular on L. As in Ref. 19 one 
can then show that, for any regular linear form uE(L *)6, 

any two elements of R U supercommute provided they are 
homogeneous of the same degree. 

IV. P-TYPE ALGEBRAS 

Let us now recall some properties of the P-type Lie su
peralgebras. It is well known4

,5 that these algebras have a 
natural consistent Z gradation. This fact will playa vital role 
in the subsequent discussion. Thus it is most convenient to 
carry out our analysis in the framework of E Lie algebras,20 
with r = Z as group of degrees and with the commutation 
factor E defined by E(r,s) = ( - 1)rs for all r,sEZ. 

Let n;;;. 1 be an integer. Consider K Zn = K n ffi K n as a Z
graded vector space of column vectors, where the vectors 
X= (Xi )l<i<2n of degree zero (resp. one) are those with 
xn+1 ='" =X2n =0 (resp,x l ='" =Xn =0) while all 
the other homogeneous subspaces are equal to {O}. The vec
tor space of all linear mappings of this space into itself is 
canonically identified with the space of all 2n X 2n matrices 
over K. As usual, these matrices are written in a block form 
(~ ~), whereA,B, C,Daren Xn matrices. It is well known 
that this space has a natural Z gradation: The matrices of the 
types (~ ~ ), (g g), and (~ g) form the homogeneous 
subspaces of degrees 0, - 1, and 1, respectively. 

If the Ecommutator (which, in the present case, is noth
ing but the usual supercommutator) is used to introduce a 
multiplication in this space, the algebra that emerges is just 
the general linear Lie superalgebra gl (n,n), endowed with its 
natural Z gradation.5 

Consider next the bilinear form on K 2n whose matrix 
(with respect to the canonical basis) is equal to (~ ~), 
where J is the n X n unit matrix. This form is non degenerate, 
E symmetric, homogeneous of Z degree - 1, and the corre
sponding E-adjoint operation, I denoted by an asterisk, is giv
en by 

(A B)* = (tD 
C D tc 

tB) 
tA ' 

where, for example, tA is the usuaItranspose of the matrix A . 
We define I 

GP(n) = {XEgI(n,n)IX* = -X} 

W = {X'Egl(n,n) IX'* = X'} 

Then GP(n) is the Z-graded subalgebra of gl(n,n) consist
ing of all elements that leave the mentioned bilinear form 
invariant. On the other hand, W is a Z-graded GP(n )-invar
iant subspace of gl (n,n) which is complementary to GPC n) 
and which can be identified with the coadjoint module of 
GP(n), the canonical pairing 
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WXGP(n)-+K 

being given by the supertrace (equal to the E trace) 

(X', Y) -+Str(X'y) . 

For completeness, we give the action of GP(n) on 
gl(n,n): 

((~ -~A)' (~: ~:)) 
( 

[A,A 'J AB' + B' 'A) 
= - 'AC' - C'A [- 'A,D'] , 

((~ ~), (~: ~ :)) 
= (BC' +B'C BD' -A 'B) 

CA' -D'C CB' + C'B . 

The first of these equations exhibits the transformation 
properties of the matrices A ',B " C', D ' under the action of 
the Lie algebra GP(n)o =gl(n). In particular, when apply
ing the usual tensor calculus for gl(n), we shall write the 
indices of the matrices A, B, C, D in the following positions: 

A=(A~), B=(Bij), C=(Cij)' D=(D/). 

The algebra GP(n) contains the element 

It has the useful property that ad R is the grading derivation 
ofgl(n,n): An elementXEgI(n,n) is homogeneous of Z-de
gree r if and only if 

(R,X)=rX. 

Besides the GP(n) algebras we are interested in the 
proper P-type algebras defined by 

P(n -1) = (GP(n), GP(n» = GP(n)nsl(n,n) , 

where, as usual, (GP(n), GP(n» denotes the subspace gen
erated by all supercommutators (X, Y) with X,YEGP(n). 
The P(n - 1) are Z-graded ideals of the GP(n) and are 
known to be simple Lie superalgebras provided that n;;;.3. 

Obviously, GP( n) is the direct sum of its subspaces 
P( n - 1) and K . R. The subspace of W orthogonal to 
P( n - 1) is equal to K . I, where I denotes the 2n X 2n unit 
matrix. Consequently, the coadjoint module of P(n - 1) 
can be identified with W / K . I. 

Occasionally it is useful to notice that, when considered 
as GP(n)o modules, GP(n) is the direct sum of K· R, 
P(n - 1) ± 1> P(n - 1)0' and W is the direct sum of K . I, 
W ± 1> and 

Woo = {X'EWoIStr(X'R) = O} 

However, we stress that the subspace W -I al Woo al WI of W 
is not P(n - 1) invariant and hence cannot be identified 
with the coadjoint module of P( n - 1). 

Finally we want to comment on the weight space de
compositions of GP(n) and W when considered as modules 
over GP(n) or P(n - 1). Let h denote the subspace of all 
diagonal matrices in GP( n). Then h is a Cartan subalgebra 
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of GP(n )0' Define the linear forms Eo l.;;;i';;;n, on h by the 
requirement that E; (H) be the ith diagonal element of H, for 
all HEh. Obviously, the E; form a basis of the dual h * of h. 

Let Eij,I';;;i,j';;;n, be the canonical basis matrices of 
gl(n ), 

i.e., 

(Eij)kl =O;kOJI for l';;;ij,k,i';;;n. 

Then the block matrices (1: ~), where, in turn, A, B, C, D 
are set equal to Eij and the remaining three submatrices are 
set equal to zero are weight vectors ofgl(n,n) with respect to 
h and the corresponding weights are E; - Ej , E; + Ej' 

- E; - Ej' and - E; + Ej' respectively. By forming the ob-
vious linear combinations, it is then easy to construct a com
plete set of weight vectors for the submodules GP(n) and W. 
We do not work out the details but only mention those block 
matrices which will playa role in the subsequent section, 
namely, 

_ (Eij 
E .. = 

IJ 0 -~J, E'.= IJ (E 
IJ 0 ~J 

r=(O 
I E;; ~) ; 

they are weight vectors of GP(n), W, and W, respectively, 
and correspond to the weights E; - Ej , E; - Ej , and - 2E;. 

For P( n - 1) the discussion can be repeated almost ver
batim: One simply has to replace h by 

h S = hnsl(n,n) , 

the linear forms E; by their restrictions E1 onto h s, 

and to note that the E1 are no longer linearly independent but 
satisfy a linear relation which is unique up to an overall fac
tor, 

n 

L E1=O. 
;=1 

V. CASIMIR ELEMENTS OF THE P-TYPE ALGEBRAS 

We are now ready to investigate the Casimir elements of 
the GP(n) andP(n - 1) algebras. According to Ref. 2 all we 
have to do is to determine the invariant supersymmetric 
(i.e., E symmetric) multilinear forms on the coadjoint mod
ules W of GP(n) and W /K' I of P(n - 1), respectively. 
Without loss of generality we may (and will) also assume 
that these forms are homogeneous in the sense of the Z gra
dation. 

We shall treat both cases simultaneously by first investi
gating the P(n - 1 )-invariant supersymmetric Z-homogen
eous r-linear forms on W. To settle the GP(n) case we then 
have to require in addition that these forms are annihilated 
by the action of the element R specified in Sec. IV, which 
means that the forms are Z homogeneous of degree zero; in 
the P(n - 1) case the additional condition is that the forms 
have to vanish whenever one of the arguments is equal to the 
2n X 2n unit matrix 1. 

Let us first apply our basic lemma. We set 
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U = {(~', ~,)EW IA ',C' diagOnal} . 

Obviously, U is a Z-graded subspace of W. We choose for p 
the coadjoint representation of PC n - 1) in W, for the As the 
elements Eij with i::j-j, and for u a block matrix of the form 
(~' ~,), where D' is a diagonal n Xn matrix whose diag
onal elements are different from each other. Then the lemma 
applies and shows that the forms under consideration are 
uniquely fixed by their restriction onto U. 

Let ¢ be one of these forms. We show next that the re
striction of ¢ onto Uo vanishes. In fact, the elements of Uo 
have the form X' = (g' ~ , ) with diagonal n X n matrices 
A '. If Tis the element of pen - 1) -I defined by T = (g ~) 
(where J is the n X n unit matrix), then 

X' = (T,Y') with Y' = CO, ~)EUI 
and 

(T,X')=O. 

LetX;,,..,x; be any elements of Uo. Write X; = (T,Y') 
with Y'EU1 as above; then 

¢(X; , ... ,x;) = ¢( (T,Y'),x ;, ... ,x;) 

r 

= I ¢(y',x2, ... ,(T,x~), ... ,x;) =0. 
q=2 

This result settles the GP(n) case: In that case ¢ has to 
be Z homogeneous of degree zero, and consequently it is 
already fixed by its restriction onto Uo and this implies that 
¢=O. 

In the subsequent discussion we assume that ¢::j- O. Let 
us investigate ¢(X; , .. ,,x;) for arguments X ~ which are ho
mogeneous elements of U. Since the elements F;, 1 <i<n, as 
defined in Sec. IV form a basis of U1, we may assume without 
loss of generality that the elements X ~ lying in U1 belong to 
this basis. Let Aq be the weight of X ~ with respect to h S 

(equal toO if X ~EUoand equal to - 2e: if X ~ = F;). Theh S 

invariance of ¢ implies that 
r 

I Aq (H)¢(X; , ... ,x;) = 0 for all HEh S • 

q=1 

But we know that, up to an overall factor, the e: satisfy the 
unique linear relation 

" Ie:=O. 
i=1 

Moreover, ¢ is supersymmetric and we have shown that its 
restriction onto Uo is equal to zero. All this implies that 
¢ (X; , ... ,x ;) vanishes unless each of the F; appears among 
the X ~ exactly once. 

It follows that ¢ must beZ homogeneous of degree - n, 
that r,;>n, and that ¢ is uniquely determined by the (r - n)

linear form 

(X ~ + 1 , ••• ,x;) -¢(F; , ... ,F~, X ~+ 1 , ••• ,x;) 

on Uo. Since this form is symmetric, ¢ is already fixed by the 
polynomial function 

X'-¢(F; , ... , F~, X', ... ,x') 

on Uo• 
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To stud y this function we recall a well-known fact. Let p 
be the coadjoint representation of P( n - 1) in W. If Q is any 
element of pen - 1)0 such thatp(Q) is nilpotent, the invar
iance of ¢ (in the Lie sense) implies that ¢ is invariant under 
e"CQ) (in the group sense). 

We apply this remark as follows. Let i andj be two dif
ferent elements of{I, ... ,n}. Then it is well known (and easy 
to check) that 

if k ::j-i,j, 

if k = i, 

if k =j, 

and the formula remains valid if E 1/ is replaced by Fl' 
If we now write 

ft 

X'= I xiE;i' 
;=1 

it follows that ¢(F; , ... ,F~, X', ... ,x') is a skew-symmetric 
polynomial function inxl,. .. ,x". Consequently, there exists a 
homogeneous symmetric polynomial <p in n indeterminates 
such that 

'<} 

and we know that ¢ is uniquely determined by <po Visibly, the 
degree of <p is equal to r - !n (n + 1), whence it follows that 
r,;>~n(n + 1). 

Finally, we recall that ¢ is derived from a multilinear 
form on W / K . 1 if and only if it vanishes whenever one of its 
arguments is equal to I. Let us investigate what this condi
tion implies for <po The following discussion applies except in 
the trivial case n = r = 1, 

Suppose first that this condition is satisfied. Then 
¢(F; , ... ,F~, X' + tl, ... ,x' + tl) is independent of the pa
rameter t, for any X' = ~xiE;i' This in turn means that 
<p(x 1 + t, ... ,x" + t) does not depend on t or, what is the 
same, that 

where J i denotes the derivative with respect to the ith inde
terminate. 

Conversely, let us assume that this equation holds. Then 
we conclude first that 

¢(F; , ... ,F~,x', ... ,x'J) = 0 

forallX'EUo' Now consider the (r - 1 )-linearform¢' on W 
defined by 

¢'(X;,,.·,x;_l) = ¢(X;,.,.,x;_l> I) . 

This form isP(n - 1) invariant [sinceP(n - 1) annihilates 
1], supersymmetric, and Z homogeneous (of degree - n). 
Consequently, ¢' is uniquely determined by the polynomial 
function on Uo whose value atX'EUo is 

¢'(F; , ... ,F~,x', ... ,x') = ¢(F; , ... ,F~,x',,.,,x',/) = O. 

Thus we have shown that ¢' = 0 and hence that ¢ vanishes 
whenever one of its arguments is equal to 1. 

We summarize the results obtained above in the follow
ing proposition, 
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Proposition 3: (a) There are no nonzero GP(n)-invar
iant supersymmetric multilinear forms on the coadjoint 
module WofGP(n). 

(b) LettPbeanynonzeroP(n - l)-invariantsupersym
metric r-linear form on W. Then r>! n (n + 1) and there 
exists a homogeneous symmetric polynomial rp in n indeter
minates such that, for all X' = ~xiE ;;. 

tP(F;, ... ,F~,x', ... ,x') =rp(xp ... ,xn)II(xi -xj ). 

i<j 

The form tP is uniquely determined by rp. In particular, tP is Z 
homogeneous of degree - n. 

(c) With the notation of part (b), the equation 

is a necessary and sufficient condition for tP to vanish when
ever one of its arguments is equal to I. 

Corollary: (a) The Lie superalgebras GP(n) have no 
nontrivial Casimir elements. 

(b) If a nonzero Casimir element of the Lie superalge
bra pen - 1) has no constant term, then it is Z homogen
eous of degree - n and its order is at least equal to 
!n (n + 1). In particular, the product of any two such Casi
mir elements vanishes. 

The final statement of the corollary has another strange 
consequence. Namely, let Vbe any (possibly infinite-dimen
sional) irreducible pen - 1) module (this assumption may 
be understood in the Z-graded, Z2-graded, or nongraded 
sense).22 Then if C is a Casimir element of P( n - 1) without 
a constant term, the square of the corresponding Casimir 
operator Cv vanishes, which implies that Cv itself is equal to 
zero. Of course, the same holds if V is any completely reduc
ible pen - 1) module. 

On the other hand, for any nonzero Casimir element C 
of pen - I) there exists a finite-dimensional Z-graded 
P( n - 1) -module V such that C v =I- O. In fact, one can prove 
the following general proposition, which in the Lie algebra 
case is due to Harish-Chandra. 

Proposition 4: Let € be a commutation factor on an Abe
lian group r, let L be a finite-dimensional € Lie algebra, and 
let U(L) denote its universal enveloping algebra. For any 
nonzero element XEU(L) there exists a finite-dimensional 
r -graded L-module V such that the representative X v of X 
in V is different from zero. 

U sing the results of Refs. 1, 2, and 20, the classical 
proofl9 can immediately be transcribed to the € Lie algebra 
case. 

Remark: Of course, Proposition 3 only solves part of our 
problem: One would like to know whether the conditions on 
rp are also sufficient. Stated differently: To any symmetric 
polynomial rp in n indeterminates which is homogeneous of 
degree d, does there exist a pen - 1 )-invariant supersym
metric (d +! n(n + 1»)-linear form tP on W (necessarily Z 
homogeneous of degree - n) which corresponds to rp in the 
sense of Proposition 3? In view of the examples given in the 
subsequent section I think there is a chance that this might 
be correct. Be that as it may, our results clearly indicate that 
Casimir elements will hardly playa major role in the repre
sentation theory of P( n - 1). 
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VI. EXAMPLES 

In the present section we are going to deal with the cases 
n = 1,2 and the simplest example for n = 3. For lack of any 
basic method of construction, we have to use the following 
tedious approach: Employing the representation theory of 
pen - 1)o=sl(n), we determine the pen - 1)o-invariant 
supersymmetric multilinear forms on W which satisfy the 
necessary conditions found in Proposition 3 and then try to 
fix the remaining free parameters such as to make the form 
P( n - 1) invariant. 

To simplify the notation we shall identify Wo, W _ P WI 
with the sl (n) modules of the corresponding n X n matrices 
A' = (A '~ ), B' = (B ,ij), C' = (C Ii), which are arbitrary, 
skew symmetric, or symmetric, respectively. 

A. The case n= 1 

This case is completely degenerate and trivial; it is only 
included for the sake of completeness. For any integer r> 1 
there is, up to the normalization, just one nonzero supersym
metric Z-homogeneous r-linear form on W of degree - 1. 
The form isP(O) invariant, and it is derived from an r-linear 
form on W / K . I if and only if r = 1. This result is to be 
compared to the obvious fact that the enveloping algebra of 
P(O) is nothing but the Grassmann algebra of the one-di
mensional vector space P(O) -I' 

B. The case n=2 

This case is more interesting but still somewhat degener
ate. We will first summarize our results and then comment 
on how they have been obtained. 

Choose any integers s,t>O; we are going to define a 
P( I ) -invariant supersymmetric Z-homogeneous (2s + t 
+ 3 )-linear form tPs,t on W of degree - 2. Obviously, it is 

sufficient to specify its restrictions onto the products 
WiXW~s+t+land WixW_Ixw~s+t-1 (if2s+t>1). 

Let us define the 2 X 2 matrix G by 

.. (0 G = (G'l) = 
-1 ~) . 

Then the restriction of tPs,t onto Wi X W~s + t + I is given by 

tPs,t(C'l, C,2,A ', ... ,A') 

= Tr([GC'\ GC,2]A"" 2s+ I )(Tr A ')t 

and its restriction onto Wi X W -I X W 6s+ t - I by 

tPs,t (Cd, C '2, C '3, B', A ', ... ,A ') 

=cs" Tr([GC d,GC,2]GC,3) 

XTr(A"" 2s B'G -I) (Tr A ,)'-1 , 

where Cs t is some constant to be fixed below and 
A"" = A' .:...- ! Tr(A ') denotes the traceless part of A '. For 
t = 0 the constant cs,o and the latter expression are set equal 
to zero. Note that for convenience the arguments from Wo 
have been chosen to be equal, which is sufficient since tPs,t has 
to be symmetric in these arguments. Also, we remind the 
reader that the square of any traceless 2X2 matrix (like A"") 
is a scalar multiple of the unit matrix. 
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The form ¢S,' is P( 1) invariant if and only if 

2cs,I (2s + t) + t 1(2s + t + 1) = 0 , 

and the polynomiallPs,l corresponding to ¢S,I in the sense of 
Proposition 3 is given by 

lPs,l (XI' x 2) = (!(x I - X2))2S (XI + X2)' , 

The polynomials (X I -X2)2S(X I +X2)' form a basis of the 
algebra of all symmetric polynomials in XI' x 2 , According to 
Proposition 3 this implies that the ¢S" with 2s + t + 3 = r 
form a basis in the space of all P( 1 )-invariant supersym
metric r-linear forms on W. Furthermore, a P( 1 )-invariant 
supersymmetric multilinear form on W vanishes whenever 
one of its arguments is equal to I if and only if it is propor
tional to some ¢s,o' More generally, the (2s + t + 2)-linear 
form obtained from ¢ S,I by setting one of its arguments equal 
to I is just 2tl(2s+t+ 1) times ¢s,I-1 (equal to zero if 
t = 0). 

To derive the aforementioned results it is advantageous 
to first classify those forms ¢ of the type in question, which 
vanish whenever one of their arguments is equal to I, and to 
identify these forms with their restnctIOns onto 
W -I (B Woo (B WI' According to Proposition 3, they must be 
(2s + 3) linear, with s = 0,1,2,00' . 

Next we recall that the mth symmetric power of the 
adjoint sl (2) module is isomorphic to the direct sum of the 
irreducible sl(2) modules of the dimensions 2m - 4p + 1, 
wherep is an integer with 0<2p<m. This observation shows 
that the restriction of ¢ onto wi X W 6s+ I is fixed up to its 
normalization and that the restriction of ¢ onto 
Wf X W -I X W6s

-
1 (ifs;;;>!) must vanish. Moreover, it can 

be used to obtain a particularly simple proof of the fact that 
the form constructed is indeed P( 1) invariant. 

Once this case is settled it is easy to guess the general 
ansatz. The results of the special case can then be used to 
check that this ansatz indeed works. 

c. The simplest example for n=3 
According to Proposition 3 we want to construct a 

P(2)-invariant supersymmetric six-linear form ¢ on W 
which is Z homogeneous of degree - 3. Note that this form 
will automatically vanish whenever one of its arguments is 
equal to I, thus we could well include this property among 
our assumptions. 

Obviously, it is sufficient to specify the restrictions of ¢ 
onto W~ X Wf and W_IX WoX wi (we could even re
place Wo by Woo), 

Next we exploit the invariance of ¢ under P(2)o=sl(3) 

and begin with the restriction of ¢ onto W ~ X W f . The third 
3 

exterior power /\ WI of the sl (3) module WI is the direct 

sum of a 10- and a 1O-submodule. On the other hand, the 
third symmetric power S3( Woo) of the sl(3) module Woo 

contains both a 10- and a 1O-submodule exactly once, and 
the same holds true for S3( Wo)' This implies that there are 
exactly two linearly independent sl( 3) -invariant six-linear 
forms on W~ X Wi which have the correct symmetry prop
erties and that these forms vanish whenever one of the argu
ments from Wo is equal to I. Moreover, the foregoing analy
sis suggests the following construction of these forms. 
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Let Vo and Vo denote the sl (3) modules of all rank three 
tensors with three upper or three lower indices, respectively, 
and let V and V be the corresponding submodules of sym-

metric tensors (they carry the 10- and 1O-representations, 
respectively). We define the skew-symmetric sl(3)-invar
iant trilinear mappings 

- 3-S: Wf .... V, S: WI -+ V, 

by 

and 
-S (CI! c /2 C /3 ) - claclbC'C...I>qr ijk , , - ip jq krt:- Eabc' 

where the E symbols are skew symmetric and normalized by 
the condition 

EI23 = E 123 = 1 . 

Of course, it has to be checked that S ijk and Sijk really are 
symmetric in i,j, k. 

Similarly, we define the symmetric sl (3) -invariant tri
linear mappings 

by 

T: W~-+Vo, T: W~ .... Vo, 

Tijk(A I,A I,A ') = (A 'A ')ipA Ijqe'qk, 

Tijk(A I,A ',A ') = (A 'A ')PiA IqjEpqk ' 

Since T and T are symmetric it is sufficient to specify them 
for coinciding arguments. 

Our ansatz for the restriction of ¢ onto W~ X Wf now 
reads 

¢(A ',A ',A I, C/I, C /2 , C'3) 

= eTijk (A I,A ',A ')Sijk(C ll , C'2, C'3) 

+/Tijk(A I A I A ')S. (Cd C'2 C /3 ) " l)k , , , 

where e and/are some constants to be fixed later. 
One might hope to obtain a relation between e and/by 

calculating ¢(X',X',X',F;,F;,Fi) with X'=~XiE;i 
and demanding that this should be proportional to 

(X 1 -X2)(X I -X3)(X2 -x3), 

see Proposition 3. However, with these arguments both TS 
and TS are equal to 

(XI - X2)(X1 - X3)(X2 - x 3) 

and hence no relation for e and/can be derived this way. 
This is remarkable: The requirement for P(2)o invar

iance, supersymmetry, and the "correct" form of 
¢(X', X', X', F;, F l , Fi), X' = ~xiE;o is not sufficient 
to fix the restriction of ¢ onto W~ X Wi. 

Let us next construct the ansatz for the restriction of ¢ 
onto W -I X Wo X Wi. The fourth exterior power /\ WI of 
the sl (3) module WI is isomorphic to the irreducible 15-
dimensional sl (3) module M consisting of the traceless ten
sors (Q %) which are symmetric in the upper indices. The 
corresponding dual module M consists of the traceless ten
sors (Q ~) which are symmetric in the lower indices. Since 
the tensor product W -I ® Wo contains a unique sl( 3) sub-
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module isomorphic to M, we conclude that there is, up to the 
normalization, just one nonzero sl(3)-invariant six-linear 
form on W_IX WoX wi which has the correct symmetry 
property, and this form vanishes if the argument from Wo is 
equal tol. 

To construct this form let Mo denote the reducible ten
sor space consisting of all tensors of the form (Q ~ ). Then the 
bilinear mapping 

R: W_IXWo-Mo , 

defined by 

IP (B' A') = E .B 'pqA 'k. I}' pql J , 

and the skew-symmetric quadrilinear mapping 

R: Wi-M, 

defined by 

R ij(Cd C'Z C'3 C'4) = c,ac,bc,ec,d(f'qrE'viEtwjE 
k , " kp sq tr vw abed' 

are sl (3) invariant. The E symbol with four indices is skew 
symmetric and normalized such that E1234 = 1. 

Actually, R yields an sl (3) -module isomorphism of 
W -I ® Wo onto Mo and R yields an sl(3)-module isomor-

4 

phism of 1\ WI onto M. According to our foregoing re-

marks, it follows from the sl (3) invariance that (R % ) must 
be traceless and symmetric in the upper indices, but this can 
also be checked directly, of course. 

Our ansatz for the restriction of ¢ onto W -I X Wo X Wi 
now reads 

¢(B',A " C'I, C'Z, C'3, C'4) 

= gR ~ (B " A ')R % (C'I, C'z, C'3, C'4) , 

where g is one more constant to be fixed. 

The main task is then to find the conditions on e, f, g 
under which the form ¢ is P( 2) invariant. It turns out that 
this is the case if and only if 

e = - 12g, f = - 24g . 

The proof is quite tedious: I have repeatedly used the sl (3 ) 
invariance as well as several tricks to make the calculations 
feasible. 

Thus the multilinear form we have been looking for does 
indeed exist. Correspondingly, the algebra P(2) has a Casi
mir element of order 6 which is Z homogeneous of de
gree - 3. To my knowledge this is the first example of a 
nontrivial odd Casimir element of a Lie superalgebra. Unfor
tunately, it is quite degenerate and I cannot imagine how it 
could be useful. 

More efficient techniques have to be developed before 
we can proceed to construct higher-order Casimir elements 
or to tackle the cases n>4. 

Our results show that for n = 1,2,3 the Lie superalgebra 
P(n - 1) has a Casimir element of the lowest possible order 
! n (n + 1). I conjecture that this should be true for all n, 
even if the much more general question asked at the end of 
Sec. V should be answered in the negative. 
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APPENDIX: MULTILINEAR ALGEBRA WITH 
e-COMMUTING SCALARS 

The use of a Grassmann algebra as the domain of scalars 
in multilinear algebra and analysis is an important tool for 
dealing with Bose-Fermi symmetry (see Ref. 16 and the 
literature cited therein). For the convenience of the reader, I 
want to describe the pertinent algebraic structures in a lan
guage most suitable for our purposes and to comment on 
some special results which have been used in the proof of the 
basic lemma in Sec. II. Also, I take the opportunity to pres
ent the material in its general formal setting by allowing for 
arbitrary Abelian groups of degrees and arbitrary commuta
tion factors. Here and in the sequel we use without comment 
the notation and results of Refs. 1 and 20. 

In the following, r denotes an Abelian group and E a 
commutation factor on r with values in K. Moreover, S is a 
r -graded associative E-commutative algebra over K with a 
nonzero unit element (necessarily homogeneous of degree 
zero). Thus K can be identified with a sub algebra of S. All 
modules V over S are assumed to be unitary in the sense that 
under scalar multiplication the unit element of S acts as the 
identity operator on V. In particular, any S module has a 
canonical structure of a vector space over K. We follow the 
convention of Ref. 1 according to which the degree of a ho
mogeneous element is denoted by the "corresponding" 
lowercase Greek letter. The gradations that are going to ap
pear all have r as their group of degrees. Thus we can sim
plify the notation and speak about graded vector spaces, 
graded algebras, etc. without further specification. 

1. Some basic definitions and results 

Our subsequent discussion is based on the following ele
mentary observation. If V is a left (resp. right) graded S 
module, Z3,Z4 we can introduce on Va new structure of a right 
(resp. left) graded S module by keeping the addition and the 
gradation and introducing the scalar multiplication through 
the equation 

xs = E(g,O")sx [resp. sx = XSE(O,g)] 

for all homogeneous elements XE V and sES. In both cases, 
the left and the right S-module structures on Vare compati
ble in the sense that 

(sx)s' = s(xs') 

for allxEVands,s'ES. Note also that the transitions from left 
to right and from right to left graded S modules are inverse to 
each other in the obvious sense and that the underlying 
structure of a graded vector space over K remains un
changed under these transitions. 

Whenever we shall speak about a graded S module Vit is 
always understood that Vis endowed with the structures of a 
left and of a right graded S module and that the two are 
related as described above. 

Let VI'"'' Vn, Wbe gradedSmodules and let YEr. Con
sider the set Lgrn.s ( VI, ... ,Vn; W)y of all n-additive map
pings g of VI X ... X Vn into W, which are homogeneous of 
degree Y and satisfy the conditions 

g(sxl,XZ'''''xn ) = E( y,(7)sg(x l , ... ,xn) , 
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if 1 <;r<;n - 1, 

g(xI,,,,,xn _ I ,xns) = g(xl, .. ·,xn)s , 

for all elements XiEVi and all homogeneous elements sES. 
(Note that each of these n + 1 conditions isa consequence of 
the other nones.) Obviously, this set is a subspace of 
Lgrn(VI, ... ,Vn; W)y' The sum of these subspaces of 
Lgrn (VI"'" Vn; W) (with YEn is direct and will be denoted 
by Lgrn.s(VI"",Vn; W). This is a graded subspace of 
Lgrn (VI, ... ,Vn; W) whose elements are called the gradedS
multilinear mappings of VI X ... X Vn into W. 

It is easy to introduce on Lgr n.S ( VI'"'' Vn; W) a struc
ture of a 1 eft graded S module: IfgELgrn,s (VI'"'' Vn; W) and 
sES, we define the mapping sgELgrn.S (VI, ... ,Vn; W) by 

(sg) (xI, ... ,xn ) = sg(xl, ... ,xn ) for all XiEVi . 

The corresponding structure of a right graded S module is 
then given by 

(gs) (xI"",xn ) = g(SX I,X2 , ... ,xn ) 

(same notation as before). 
Of course, the case n = 1 is most important and should 

have been considered first. In this case, we simplify the nota
tion and write Lgrs instead of Lgrl .s ' If V and Ware two 
graded S modules, the elements of Lgr s ( V, W) are called the 
graded S-linear mappings of V into W. Note that 
Lgr s ( V, W) consists of all S-linear mappings (in the usual 
sense) of the right S module V into the right S module W 
which belong to Lgr( V, W). 

The elements of Lgrs (V, W)o are called homomor
phisms of the graded S module V into the graded S module 
W. Isomorphisms of graded S modules are defined corre
spondingly. 

The definition of graded multilinearity has been chosen 
such that the classical relation between tensor products and 
multilinear mappings remains valid. If VI"'" Vn are gradedS 

modules, their tensor product VI ® ... ® Vn is, at first, only 
s s 

an Abelian group which is generated by the decomposable 
tensors XI ® ... ®xn , withxiEVi. By definition, these tensors 
satisfy the equations 

XI ® ... ®xrs®xr + I ® ... ®xn 

= XI ® .,. ®xr ®sxr + I ® ... ®xn 

for all XiE Vi and all sES. Nevertheless, the tensor product has 
a natural gradation and natural left and right S-module 
structures which convert it into a graded S module. The gra
dation is fixed by the requirement that XI ® ... ® xn is homo
geneous of degree 51 + ... + 5n if the elements XiEVi are 
homogeneous of degree 5i' and the S-module structures are 
given by the equations 

s(x I ® ... ®xn) = (sx I ) ®x2 ® ... ®xn , 

(XI ® ... ®xn)s =XI ® ... ®xn_ 1 ® (xns), 

for all XiE Vi and all sES. 
Classical results on tensor products now imply that for 

any mapping gELgrn•S (VI"'" Vn ; W) there exists a unique 

mappinggELgrs(VI ® ... ® Vn, W)suchthatforallxiEVi s s 
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g(XI, ... ,Xn ) =g(XI ® ... ®Xn) , 

and the assignment g -+ g defines an isomorphism of the grad
edSmoduleLgrn.s (VI, ... ,Vn; W) onto the gradedSmodule 

Lgr s ( VI ® ... ® Vn, W). 
S s 

The foregoing discussion immediately leads to a series of 
definitions concerning algebras and their modules. 

(a) A graded S algebra is a graded S module A , endowed 
with a graded S-bilinear mapping of A X A into A (the prod
uct mapping), which is homogeneous of degree zero. By re
stricting the domain of scalars, any graded S algebra can be 
considered as a graded K algebra. 

(b) Associativity and E commutativity of graded S alge
bras are defined as usual. For any graded S module V, the 
graded S module Lgr s ( V, V), endowed with the usual multi
plication (i.e., composition) of mappings, is an associative 
graded S algebra. 

(c) An E Lie algebra over S is a graded S algebra, whose 
multiplication is E skew-symmetric and satisfies the E Jacobi 
identity. Any associative graded S algebra is converted into 
an E Lie algebra over S if the original multiplication is re
placed by the E commutator. In particular, if V is a graded S 
module, we can apply this remark to Lgr s ( V, V) and obtain 
an E Lie algebra over S which will be denoted by gls (V,E). 

(d) Let A be an associative graded S algebra or an E Lie 
algebra over S. A graded representation of A in a graded S 
module V is a homomorphism p of the graded S algebra A 
into the graded S algebra Lgr s ( V, V) or gl s ( V,E), respective
ly. (According to our conventions this implies that p is ho
mogeneous of degree zero.) A graded S module V that is 
endowed with a graded representation of A is called a (left) 
graded A module over S. Equivalently, this definition can be 
formulated as follows. A graded A module V over S is at the 
same time a graded S module and a graded A module over K. 
Both of these structures are built over the same graded vec
tor space structure of Vand they are related by the require
ment that the product mapping of A X Vinto Vbe graded S 
bilinear. 

In a systematic presentation of the theory we would now 
have to go through the basic constructions with graded alge
bras and modules (over K) and to investigate how these can 
be generalized to the present setting. We do not want to 
embark on this boring exercise but rather mention some spe
cial results. 

In the Lie case, we comment on a few sections of Ref. 1. 
Let L denote an E Lie algebra over S. 

Section 3 of Ref. 1 can immediately be transcribed, with 
the sole proviso that the canonical homomorphism 1T might 
no longer be injective. In particular, the definition of the 
graded tensor product oflinear mappings remains valid, and 
the graded tensor product of graded L modules over S is 
defined as usual and is still associative. 

In order to generalize Sec. 4 of Ref. 1, let VI'''' Vn, Wbe 
graded L modules over S. Then the usual action of L makes 
the graded S modules Lgrn•s (VI"'" Vn; W) and 

Lgr s (VI ® '" ® Vn , W) into graded L modules over S 
s s 

and the canonical mapping g -+ g considered above is an iso-
morphism of graded L modules over S. 
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In Sec. 5 of Ref. I the action of the symmetric group on 
graded tensor products is discussed. Almost all the results of 
this section can immediately be transcribed to the present 
setting. In particular, the symmetry transformations SIT and 
S1T are defined as usual. A reservation has to be made only in 
connection with the representation theory of the symmetric 
group. This theory is usually formulated over a commutative 
field, whereas in the present case an analogous theory over S 
would be required. 

In the associative case, we mention the following results. 
Let AI, ... ,An be associative graded S algebras. Then there 

exists a unique multiplication in A I ® 
s 

® An such that 
s 

for all homogeneous elements ai'bi51i' Endowed with its 
structure of a graded S module and this multiplication, 

Al ® ... ® An is an associative graded S algebra which is 
s s 

called the graded tensor product of the Ai and will be de-

noted by A I '® ... '® An. 
s s 

Now letpi be a graded representation of the associative 
graded S algebra Ai in a graded S module Vi' for I <J<n. 
Then there exists a unique graded representation P of the 

associative graded S algebra A I ® ... '® A n in the graded S 
s s 

module VI ® ... ® Vn such that 
s s 

p(al ® ... ®an ) =PI(a l ) ® ... ®pn (an) 

[graded tensor product ofthepi (ai )] for all ai51 i . The rep
resentationp is called the graded tensor product of the repre
sentations Pi' 

2. Extension of the domain of scalars from K to S 

In practice, most of the graded S modules and S algebras 
arise through an extension of the domain of scalars from K to 
S, a process which we are now going to describe. 

Let Vbe a graded vector space over K. Then the graded 
vector space S ® V (tensoring with respect to K) has a natu
ral structure of a left graded S module such that 

s'(s®x) = (s's) ®x 

for all s,s' ES and all XE V. The corresponding structure of a 
right graded S module is given by 

(s®x)s' = €(s,u') (ss') ®x 

for all homogeneous elements s,s'ES and XEV. 
Similarly, V ® S has a natural structure of a right graded 

S module such that 

(x ®s)s' = x® (ss') 

for all XE V and s,s' ES, and the corresponding structure of a 
left graded S module is given by 

s'(x®s) = €(u',s)x® (s's) 

for all homogeneous elements xEVand s,s'ES. 
Now it is easy to see that there exists a unique additive 
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mapping of S ® Vinto V ® S that mapss ® x onto €( u,S)x ® s, 
for all homogeneous elements sES and XE V. This mapping is 
an isomorphism of graded S modules. Thus there is no loss of 
generality if we restrict our attention to one of these mod
ules. From habit I work with S ® V although for V ® S some 
of the subsequent formulas would simplify a little. We say 
that the S module S ® V is obtained from V by extension of 
the domain of scalars from K to S. 

Let VI'"'' Vn be graded vector spaces (over K). Then 
there exists a unique canonical isomorphism of graded S 
modules 

(S® VI) ® (S® V2 ) ® 
s s 

-+S ® (VI ® ... ® Vn ) 

such that 

(Sl ®XI ) ® ... ® (sn ®xn ) 

-+II€(f:'· u.)s · .. s ® (x ® ... ®x ) ~" J 1 n 1 n 

for all homogeneous elements XiE V; and sjES. 
Weare now ready to discuss the extension of multilinear 

mappings. The linear case is trivial. If Vand Ware graded 
vector spaces and if gELgr( V, W), then ids ,®g (graded ten
sor product) is an element of Lgrs (S ® V, S ® W) which will 
be called the graded S-linear extension of g onto S ® V. 

Consider next the graded vector spaces VI'"'' Vn, W 
and a mapping gELgrn (VI, ... ,Vn; W). Let g be the corre
sponding K-linear mapping of VI ® ... ® Vn into W. Its ex
tension ids '® g belongs to 

Lgrs(S® (VI ® ... ® Vn), S® W). 

Composing it with the isomorphism constructed above, we 
obtain an element of 

Lgrs(S® VI) ® ... ® (S® Vn ),S® W) 
s s 

which canonically corresponds to an element 

gELgrn,s(S® VI, .. ·,S® Vn;S® W). 

If g is homogeneous of degree r, then 

g(sl ®XI,. .. ,sn ®xn ) 

= €(r, I Uk)n €(€;'Uj )Sl" 'Sn ®g(xl,· .. ,xn) 
k I<} 

for all homogeneous elements XiEVi and sjES. The mapping 
g is called the graded S-multilinear extension of g onto 
(S® VI) X'" X (S® Vn ). Of course we have g = id,®g if 
n=l. 

The foregoing constructions will now be applied to 
graded algebras and their modules. Let A be a graded algebra 
over K. We make the graded S module S ® A into a graded S 
algebra by demanding that the product mapping of S ® A be 
the graded S-bilinear extension of the product mapping of A. 
Thus the multiplication in S ®A is fixed by 

(s®a)(s' ®a') = €(a,u')(ss') ® (aa') 

for all homogeneous elements s,s' ES and a,a' 51 . We say that 
the algebra S ® A is obtained from A by extension of the do
main of scalars from K to S. It is easy to verify the following 
statements. 
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(1 ) If A ' is a second graded K algebra and if! A --A' is a 
homomorphism of graded K algebras, then id ®! 
S ® A --S ® A ' is a homomorphism of graded S algebras. 

(2) If A is associative or E commutative, then S ® A is 
likewise. 

(3) If e is a unit element of A, then 1 ® e is a unit element 
ofS®A. 

( 4) If A is an E Lie algebra over K, then S ® A is an E Lie 
algebra over S. 

Suppose next that A is an associative graded algebra or 
an E Lie algebra over K. If Vis a graded A module, we convert 
the graded S module S ® Vinto a graded S ® A module over S 
by demanding that the product mapping of 
(S ®A) X (S ® V) into S ® Vbe the graded S-bilinear exten
sion of the product mapping of A X V into V. Thus we have 

(s®a)(s' ®x) = E(a,u')(ss') ® (ax) 

for all homogeneous elements s,s'ES, aEA, and xEV. Of 
course, it has to be checked that this prescription really de
fines a graded S ® A module over S. Instead, we give a differ
ent but equivalent defintion from which this will be obvious. 

We begin with a preparatory remark. Let Vbe a graded 
vector space and gELgr( V, V), sES. We know that id ® g, the 
graded S-linear extension of g, belon~s to 
Lgrs (S ® V, S ® V). Thus the same is true for s(id ®g); let 
us denote this mapping by s ® g. Obviously, there exists a 
unique K-linear mapping 

S ® Lgr( V, V) -+Lgrs (S ® V,S ® V) 

such that 

s®g-+s®g 

for all sES and gELgr( V, V), and it is easy to check that this is, 
in fact, a homomorphism of graded S algebras. Obviously, 
the same holds true if this is considered to be a mapping of 
S ® gl( V,E) into gls (S ® V,E). 

Now let Vbe a graded A module and let p be the corre
sponding homomorphism of the graded algebra A into the 
graded algebra Lgr( V, V) or gl( V,E), respectively. Then 
id ® P is a homomorphism of the graded S algebra S ® A into 
the graded S algebra S®Lgr( V, V) or S® gl( V,E), respec
tively. Composed with the homomorphism above, we thus 
obtain a graded representation p of the graded S algebra 
S ® A in the graded S module S ® V. By definition, we have 

(jJ(s®a»)(s' ®x) = (s®p(a»)(s' ®x) 

= E(a,u')ss' ®p(a)x 

for all homogeneous elements s,s'ES, aEA, and XEV, which is 
exactly the prescription given above. We say that the repre
sentation p (resp. the S ® A module S ® V) is obtained from 
the representation p (resp. from the A module V) by exten
sion of the domain of scalars from K to S. 

In the following, we restrict our attention to the Lie 
case. Let L be an E Lie algebra (over K) and let VI"'" Vn be 
graded L modules. We have already defined a canonical iso
morphism of graded S modules 

(S® VI) ® (S® V2 ) ® ... ® (S® Vn ) 
s s S 
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Under the present assumptions, both of these modules have 
a natural structure of a graded S ® L module over S, and it is 
easy to see that our mapping is even an isomorphism of these 
modules. 

Consider one more graded L module W. For any ele
ment gELgr n ( VI"'" Vn; W) we have defined its graded S
multilinear extension g which belongs to 
Lgrn,s(S® VI, ... ,S® Vn;S® W). Consequently, there exists 
a unique K-linear mapping 

S®Lgrn(VI,. .. ,Vn; W)-+Lgrn,s(S® VI, ... ,S® Vn;S® W) 

such that 

s®g-+sg 

for all sES and gELgrn (VI, ... ,Vn; W). Under our assump
tions, both spaces have a natural structure of a graded S ® L 
module over S, and it is easy to see that our mapping is, in 
fact, a canonical homomorphism of these modules. In par
ticular, if gELgrn (VI"'" Vn; W) is L invariant, its graded S
multilinear extension g is S ® L invariant. 

Next we want to comment on the action of the symmet
ric group. We keep the notation above. Then for any permu
tation 1T of {l, ... ,n} and any gELgrn (V".(I) , ... , V".(n); W) we 
have (with a slight abuse of notation) 

S"g = (S"gt. 
In particular, if VI = ... = Vn = V and if g is E symmetric, 
then so is g. Of course, an analogous (dual) commutativity 
result holds for S ® ( VI ® ... ® Vn ) and (S ® VI) ® ... 

s 
® (S® Vn ) • 
S 

Finally, let us comment on how the graded S modules 
S ® V, with Va graded vector space, are characterized within 
the class of all graded S modules. The answer is simple: A 
graded S module V is isomorphic to some S ® V, with Va 
graded vector space over K, if and only if it has a homogen
eous basis over S. 

Some care is needed to understand this result. A priori, 
we have to distinguish between bases of the left and of the 
right S module V. Obviously, there are examples where a 
graded S module has no basis whatsoever. Moreover, it is 
conceivable (although I have not tried to construct an exam
pie) that a basis of the left S module V is not necessarily a 
basis of the right S module V (and vice versa). In any case, if 
a family of elements of V is homogeneous (i.e., consists of 
homogeneous elements only), then it is a basis of the left~ 
module V if and only if it is a basis of the right S module V, 
and it may then be called a homogeneous basis of the graded 
S module V without further specification. The reader is 
warned that the number of basis elements which are homo
geneous of a fixed degree YEr may be different for different 
homogeneous bases, the most obvious reason being that S 
may contain invertible elements which are homogeneous of 
nonzero degree. 

We could now proceed to develop a graded calculus for 
matrices over S; however, this would extend the Appendix 
beyond a reasonable size. Instead, we refer the reader to Ref. 
25 where substantial results of this type have been obtained. 

1M. Scheunert, J. Math. Phys. 24, 2658 (1983). 
2M. Scheunert, J. Math. Phys. 24, 2671 (1983). 

Manfred Scheunert 1190 



                                                                                                                                    

3M. Scheunert, J. Math. Phys. 24, 2681 (1983). 
4y. G. Kac, Adv. Math. 26, 8 (1977). 
5M. Scheunert, The Theory of Lie Superalgebras, Lecture Notes in Math
ematics, Vol. 716 (Springer, Berlin, 1979). 

6F. A. Berezin, Inst. Theor. Exp. Phys. ITEP-66, 75-78 (5 parts), Moscow 
(1977). 

7y. G. Kac, Commun. Algebra 5, 889 (1977). 
'Y. G. Kac, in Differential Geometrical Methods in Mathematical Physics, 
Lecture Notes in Mathematics, Vol. 676, edited by K. Bleu1er, H. R. Petry, 
and A. Reetz (Springer, Berlin, 1978), p. 597. 

9p. D. Jarvis and H. S. Green, J. Math. Phys. 20, 2115 (1979). 
lOA. N. Sergeev, C. R. Acad. Bulgare Sci. 35, 573 (1982). 
IIA. M. Bincer, J. Math. Phys. 24, 2546 (1983). 
l2y. G. Kac, Proc. Natl. Acad. Sci. USA 81,645 (1984). 
l3C. O. Nwachuku and M. A. Rashid, J. Math. Phys. 26,1914 (1985). 

1191 J. Math. Phys., Vol. 28, No.5, May 1987 

14A. N. Sergeev, Lett. Math. Phys. 7,177 (1983). 
15p. D. Jarvis and M. K. Murray, J. Math. Phys. 24,1705 (1983). 
16B. DeWitt, Supermanifolds (Cambridge U. P., Cambridge, 1984). 
17Seminaire "Sophus Lie," "Theorie des algebres de Lie. Topologie des 

groupes de Lie," expose 15, Paris, Ecole Norm. Sup., 1954-55. 
I"N. Bourbaki, Groupes et algebres de Lie (Hermann, Paris, 1975), Chap. 7, 

Sees. 2 and 3. 
19J. Diximer, Algebres enveloppantes (Gauthier-Yillars, Paris, 1974). 
20M. Scheunert, J. Math. Phys. 20, 712 (1979). 
2IInRef.l, Whasbeendenotedby WI. 
22M. Scheunert, in Supersymmetry, edited by K. Dietz, R. Flume, G. von 

Gehlen, and Y. Rittenberg (Plenum, New York, 1985), p. 421. 
23N. Bourbaki, Algebre (Hermann, Paris, 1962), 3rd ed., Chap. II. 
24N. Bourbaki, Algebre (Hermann, Paris, 1971), new ed., Chap. III. 
25y' Kobayashi and S. Nagamachi, J. Math. Phys. 25, 3367 (1984). 

Manfred Scheunert 1191 



                                                                                                                                    

Generalized quasispin for supergroups 
P. D. Jarvis 
Department 0/ Physics, University a/Tasmania, Hobart, Tasmania, 7001, Australia 

Mei Yang and B. G. Wybourne 
Department 0/ Physics, University 0/ Canterbury, Christchurch, New Zealand 

(Received 16 September 1986; accepted for publication 18 November 1986) 

The embedding of the dynamical algebra U(M IN) of nuclear supersymmetries in larger 
algebraic structures is studied. A noncom pact Z2 EfJ Z2 graded color superalgebra 
SpO(2M 1l/2N 10) is identified as a receptacle for various chains containing boson and 
fermion (super) algebras. The existence of a generalized quasi spin algebra is demonstrated and 
discussed. 

I. INTRODUCTION 

Recent experimental and theoretical interest in nuclear I 
(and other2 ) dynamical supersymmetries has emphasized 
the need for the study of the underlying algebraic structures 
beyond the finite-dimensional irreps of compact forms of 
U(M IN) (see Refs. 3-6). A recent extension7 of the ideas of 
supersymmetric interacting boson models to explore the role 
offermion pairing (via a seniority scheme) used an interven
ing OSp(M IN) subalgebra. Although phenomenologically 
reasonable it suffers 7 from unusual features of nonconserva
tion of nucleon number and non-Hermitian interaction VEP' 
and it has recently been shown8

•
9 that the embedding in 

U(M IN) involves indecomposable representations. Other 
approaches lO

•
ll to nuclear collective models using noncom

pact Lie algebras [e.g., Sp( 6,R) ::J U (3)] also have super
symmetric enlargements in terms of noncompact OSp(M I 
N) superalgebras 12; recent attempts to apply supersymme
tric IBM models consistently over a range of nuclei 13 also 
suggest larger structures. Finally, an eventual microscopic 
foundation of the IBM ideas will presumably involve infi
nite-dimensional mappings. 14 

In the present paper we identify a noncom pact Z2 EfJ Z2 
color superalgebra l5

-
19 SpO(2M 1l/2N 10) as a natural re

ceptacle for various chains containing boson and fermion 
(super) algebras. The first Z2 corresponds to the usual Fer
mi-Bose sign factor, while the additional grading arises from 
the inclusion of generators both linear (odd) and bilinear 
(even) in the boson-fermion realization. The assignment of 
gradings and commutation factor is given in (2.10). It is 
shown in Sec. II below that SpO(2M 1l/2N 10) has as subal
gebras (superalgebras) both the usual fermionic 0 (2N + 1) 
and bosonic SpO(2M 11) (an alternative to the Heisenberg 
algebra). Its Fock space realization8

•
12 comprises one irrep 

with just two constituents with respect to SpO(2M 12N). 
The Casimir invariant is a specific linear combination of ______________________________ ~I 

number operators and suitably defined pairing operators. 
Indeed the latter are identified with a generalized quasi spin 
algebra Sp ± (2) occurring in the Sp + (2) X OSp + (M IN) 
sub algebra of SpO(2M 11/2N 10) (the ± correspond to 
equivalent choices, interchanged by Hermitian conjuga
tion). Finally, we discuss briefly the significance of the gen
eralized quasispin algebra. 

II. THE COLOR SUPERALGEBRA 

The construction of ordinary Lie algebras [e.g., 
SO(2k), SO(2k + 1), U(k), Sp(2k), etc.] using either bo
son or fermion operators is well known. In recent times Lie 
superalgebras of various sorts [e.g., U (M IN), OSp (M IN), 
etc.] have been constructed using both boson and fermion 
operators. In this section we establish the existence of a 
Z2 EfJ Z2 color superalgebra, which contains generators both 
linear and bilinear in terms of boson and fermion operators, 
with a generalized quasi spin subgroup. 

After the gradation of the generators is established we 
show that the system satisfies closure under the supersym
metric commutation factor and hence forms a color superal
gebra which we shall denote SpO(2M(o.0) II (0.1) 12N(1,Q) I 
0(1.1) ), where 2M,1,2N,0 refer to the dimension, and sub
scripts to the double grading, of the underlying vector spaces 
V(o.O)' V(O.I)' V( 1.0)' and V( 1.1)' respectively, and the symbol 
SpO reminds us that the maximal Lie superalgebra is 
SpO(2M 12N) where the bosons span Sp(2M) and the fer
mions span SO(2N) irreps. 

Some care must be exercised in establishing a concise 
and consistent notation. Boson and fermion operators will be 
collectively designated by the operators C ~ , where € = 0 or 
1 refers to annihilation or creation operator, respectively, 
and A = a or a where the Latin boson index a = f rn 
( - a -=-fa, - rna ) belongs to the boson indexed set B a a 

aElJ, B-=- {a = fa ,rna Irna = ± fa' ± (fa - 1) , ... , ± 1,0; fa positive integer} (2.1a) 

and the Greek fermion index a =iarna ( - a-=-ia, - rna) belongs to the fermion indexed set F 

aEF, F-=-{a = ia,rna I rna = ±ia' ± <ia - 1), ... , ±~; ia positive half-integer}. 
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We define the total index set as I = BUF with A = jA' rnA 
E I( - A =jA' - rnA)' Finally, C~ is defined as 

C~ = ( - )jA=FmA(C I_A)t , (2.2) 

i.e., C~ and C ~ are tensor operators underSO(3). Note that 
either choice of -, + sign in the phase factor is acceptable 
and we will keep track of both in the subsequent discussions. 

The number of distinct boson and fermion indices is giv
en by 

M= lJ21+ 1), (2.3a) 
Z 

N= 2: (2j+ 1), (2.3b) 
j 

and the total number of C ~ operators is 2M + 2N. Here 
{C~, AEl, E = 0, l} forms a well-known Z2 graded vector 
space with the usual E independent grading defined by 

(C~) = (a) =0, (C~) = (a) = 1, (2.4 ) 

i.e., bosons and fermions belong to even and odd subs paces 
of the same Z2 graded vector space 

V(2M(o)/2N(l») = V(2M)(o) ffi V(2N) (1) , (2.5) 

commutation and anticommutation relations among the bo
son and fermion operators may be compactly written as 

(C~,C~) = G~~, A ,BEl, E, S = 0 or 1 , 

where the supercommutator ( , ) is defined as 

(2.6) 

(C~ ,C i) = C~ C i - ( - 1) (A)(B)C iC~ . (2.7) 

Here (A), (B) are the grading vectors (one dimensional) for 
C ~ and C ~, respectively, ( - 1) (A)(B) is the commutation 
factor which determines whether ( , ) is a commutator [ , ] 
or an anticommutator { , }, and G 1B is the Z2 graded metric 
tensor containing 0, ± 1 as its elements. Explicitly, 

C~ 

(G1B) = CO 0 gab 0 o , 
a 

C I 
a -gab 0 0 0 

CO 
a 0 0 0 ga(3 

C I 0 0 - ga(3 0 
a 

(2.8) 

C~ 

CO 0 gab 0 0 
(G1B) = 

a 

C 1 0 0 0 a -gab 

CO 
a 0 0 0 ga(3 

C I 
a 0 0 -ga(3 0 

se*lji 0 0 0 0 
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where 

g =(COCI)_( l)Za=Fma<e ab 
ab - a' b - - U _ ab = g = g ba , (2.9a) 

(2.9b) 

N.B. 

G ~~ = 0 if E = S or (A + B) = (A) + (B) = 1. 

(2.9c) 

The metric tensor G 1B permits considerable compactifica
tion of supercommutation calculations. 

The Z2 graded vector space V(2M(o) 12N(l) ) may be 
extended to a doubly graded Z2 ffi Z2 vector space as follows. 
The index set I = BUFis extended to I' = BUFU {*}, and 
C~ =C~ =e*, the identity operator, is introduced. With 
the extended grading 

( C ~ ) = (A) ,0) = {~~:~ ~: for bosons, 

for fermions, 

(C~) = (C~) = (e*) = (0,1). 

(2.lOa) 

(2. lOb) 

The basis {C~ IAEl', E = o,l} will now span the doubly 
graded Z2 ffi Z2 vector space V(2M(o,0) 11 (0.1) 12N(l,Q) 10(1,1) ), 
where 2M, 1 ,2N,0 indicates the number of basis vectors (di
mension) in each of the doubly graded subs paces V(O,Q)' 
V(O,I» V(l,o» and V(1,I» respectively. 

A supercommutator on the Z2 ffi Z2 graded vector space 
V(2M(o,o) 11(0,1) 12N(1,Q) 10(1,1) ) may be defined as 

(2.11 ) 

and the Z2 ffi Z2 graded metric tensor G ~~ on the Z2 ffi Z2 vec
tor space is given explicitly by 

0 

0 
(2.12) 

0 

0 
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where gab andga {3 are defined in the same way as, e.g., (2.9). Comparing the above definition with Eqs. (2.6)-(2.9) we notice 
thatA,BEl' instead of I and in the commutation factor ( - 1) (A)· (B) we have a scalar product (A) . (B) instead of the ordinary 
multiplication (A) (B). 

The direct product space of a 1:2 Ell 1:2 graded vector space with itself is also a 1:2 Ell 1:2 graded vector space where a typical 
element in the space C ~ C ~ has an induced grading 

(C~C~)=(C~) + (C~)E1:2Ell1:2' (2.13) 

In particular, consider the operator S ~~ which belongs to the direct product space, and is defined as a superanticommutator 

among normalized basis vectors {( 1 I {i) C ~ , A El', E = 0,1} , 

i.e., 

S1B = « 1!{i)C~ ,( 1!{i)C~) + A,BEl', E,; = 0,1, 

= 1!2(C~C~ + (_l)(A).(B)C~C~) 
= ( _ l)(AHB)S~~ . 

Explicitly, we have 

~ 
(I!{i)q (1/{i)C~ 

( 1!{i)C~ c~c~ c~c~ -!( - )'"'Fm"D_ ab 

(1!{i)C~ C~C! 
(1/{i)C~ 

(1/{i)C~ 

( I!{i)e. 

The natural induced grading for S 1B is given as 

(S~~)=(A +B) = (A) + (B)E1:2Ell1:2 . (2.16) 

The evaluation of the supercommutator 

(S1B'S':::~)=S~~S':::~ - (_l)(A+B)'(C+D)S':::~S~~ 

(2.17) 
proceeds by using the super identities for arbitrary 1:2 Ell 1:2 
graded operators P,Q,R,S, 

(PQ,RS) = ( -l)(Q).(R)(P,R )QS 

+ (_l)(P+Q).(R)+(P).(S)R (P,S)Q 

+P(Q,R )S+ (-l)(P+Q).(R)RP(Q,S), 

(2.18 ) 
where 

(P,Q) =PQ - ( - l)(P)·(Q)QP 

and 

(QR)=(Q) + (R)El2 Ell1:2 , 

leading to 

(S1B'S':::~) = ( - l)(A).(B)G~~S~~ 

+ (_l)(A)(B)+(C).(D)G~~S~~ 

+ G~~S~~ + ( - l)(C).(D)G~~S~~ . 

(2.19) 
In particular, if D = *, 

(S1B'S~.) = (S~~,(1!{i)C':::) 

= (_l)(A)·(B)G~~(1!{i)C~ 

+ G~~(1I{i)C~ , (2.20) 
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(2.14 ) 

( 1!{i)C~ (I!{i)q (I!{i)e .. 

c~c~ c~q (1!{i)C~ 

c~q c~q (1!{i)C~ 

c~q c~q -!( - /,,'Fm"D _ a{3 ( 1!{i)C~ 
c~q (1!{i)C~ 

0 

(2.15 ) 

and if B = D = *, 

(S~.,S~.) = «(1I{i)C~,(1!{i)C':::) =S~~. 

(2.21 ) 

Hence 

{S ~~, A ,BEl /, E,; = 0,1} form a 1:2 Ell 1:2 color superal
gebra under the supercommutation defined in (2.18), which 
is denoted here as 

III. SUBALGEBRAS OF THE 22 Ell 22 COLOR 
SUPERALGEBRA 

(2.22 ) 

The 1:2 Ell 1:2 color superalgebra obtained in (2.22) has a 
rich subalgebra structure which is illustrated in Fig. 1. [In 
this section we assume that the summation convention for 
repeated upper and lower indices is adopted and, unless oth
erwise stated we assume a,bEB, a,[3EF, A ,BEl, E,;,U,7 = 0 or 
1, whereB and Fare as defined in Eq. (2.1) and I = BUF.] 
Various sub algebras (Lie superalgebras or ordinary Lie al
gebras) are labeled by their conventional names and the gen
erators for each of them is given. The various subalgebras are 
established by either discarding selected sets of the genera
tors of the big algebra or by forming particular linear combi
nations of them and projecting the 1:2 Ell 1:2 grading vector 
down to 1:2 and further to 1:1, 

There are four chains of subalgebras shown in Fig. 1. 
Chain 1: 

SpO(2M(0,0) 11(0.1) 12N(1,D) 10(1,1) ) 

:JSpO(2M 12N) :JSp(2) Ell OSp(M IN) 

:JU(1) EllOSp(M IN) :JU(1) EllO(M) EllSp(N) . 
(3.1a) 
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SPO(2M(O,O)/1(O,l)/2N(l,O)/O(l,l» 4 

= {SE~ 
AB 1 CAl 

SpO(l/2M) ill O(2N+l) 

={SE~ 1 .0 OT 1 0 
' J2 Ca } II {Sa!!, J2 Cal ab 

SpO(2M/2N) 

I o~ 
= {S AR} 

~ 

1 Sp(2M) IB O(2N) 

E~ {S~} 
1 

= {Sab} II 

Sp(2) II OSp(M/N) U(M/N) 

I E~ A 
= {Q } II {JAB} = {E R} , 

2 I 3 .J U(M)IB U(N) I I ~ {E
a

b} 18 {E:) 

FIG. 1. Subalgebra structure of the :1':2 e:l':2 col
or algebra. 

JU(l) II OSp(M/N) 

i = {E\} e {JAR} 

t r(1) Ii OeM) Ii SpIN) 

= { E
A
A} II {Ja.D} II {Jab} 

.. 

a,b E B, a,p E F, A,B E I, E, 0 = 0 or 1 

QE~ = AB SE~ EA = CA st. 
- gAB' B - g CB' 

J = S SE~ 
AB - E~ AB 

(the summation convention is used here). 

Chain 2: 

SpO(2M(o,D) 11 (D,1) 12N(1,D) 10(1,1) ) 

:::>SpO(2M 12N) :::>U(M IN) 

:::> U( 1) <B OSp(M IN):::> U( 1) <B OeM) <B Sp(N) . 
(3.1b) 

Chain 3: 

SpO(2M(D,D) 11 (D,1) 12N(1,Q) 10(1,1) ) 

:::>SpO(2M 12N) :::>U(M) <B U(N) 

:::>U(1) <BO(M) <BSp(N). 

Chain 4: 

SpO(2M(0,Q) 11 (D,1) 12N(1,D) 10(1,1) ) 

:::>Sp0(1/2M) <BO(2N + 1) 
:::>Sp(2M) <BO(2N):::>U(M) <BU(N) 

:::>U(1) <BO(M) <BSp(N) , 

(3,lc) 

(3,ld) 

The generalized quasispin algebra Sp(2) appears in the first 
chain and the generator Q E; is defined as 

QE;=!gABS1"B' (3,2a) 

and the commutation relation satisfied by Q E; is 

[QE;,QUT] = !(OEUQ;T + OETQ;U + O;UQET + O;TQEU) , 

(3.2b) 
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where 

() EU=_( 0 1). ()oo ()11 0 ()Ol= _()1O=1. _ 1 0' l.e., = =, 

Explicitly, we have 

QDI = Q 10 = ~(M - N) + !(nb + nf ) , 

QOo = ~ ~ ( _ )la=tmaCDCD 
2 7' a -a 

1 . -
- - ~ (- )Ja+maC I C I 

2 £.. a -a' 
a 

( 3.3a) 

(3.3b) 

(3.3c) 

where nb and nf are the boson and fermion number operator, 
a and a refer to boson and fermion operators, and satisfy 
commutation relations 

[QDt,QOO] = _ Qoo , 

[Q 01 ,Q 11] = + Q 11 , 

[Qoo,Q 11] = 2QoI , 

Jarvis, Yang, and Wybourne 
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If we now start from the big algebra and look along the 
other three chains at the generators for the subalgebras, we 
find S ~'s, E ~, JAB appearing successively. The bilinear oper
ator S1B' A,BEl, is really only 2:2 graded since the second 
component of the grading vector is always zero. We define 

(S~'s) = (A +B) = (A) + (B)E2:2 , ( 3.5a) 

where (A) (B) isOor I as defined in (2.4). This redefinition 
does not affect the supercommutation 

(S~~,S~) 

= ( _ )(A)(BlG~~S~~ + ( _ )(A)(Bl + (C)(DlG~~S~"c 

(3.5b) 

except G ~~ is now 2:2 graded as defined in (2.8) instead of 
being 2:2ffi2:2 graded as defined in (2.12), (A),(B)E2:2 

{S~'s} generates Lie superalgebra SpO(2M /2N). 
The bilinear 2:2 graded generator E ~ is defined in terms 

of the 2:2 graded generator S ~~ as follows: 

E~ =gCAS~B' 

where gCA is the inverse of gAC = G ~~, 

(E A
B ) = (A + B) = (A) + (B)E2:2 , 

and under supercommutation (1.7) satisfies 

(3.6a) 

(3.6b) 

(EAB,E C
D) =DBCE A

D - (_ )(A+B)(C+DlDDAE c
B , 

(3.6c) 

where DB C is the Kroneker delta. Here {E A B} generates the 
Lie superalgebra U(M IN), which is a subalgebra of 
SpO(2M 12N), while the even operators {EQb,Ea{3} gener
ate the direct sum of the ordinary Lie algebras U (M) 
ffiU(N). 

Define the bilinear 2:2 graded operators JAB as 

where 

(e£?;) = (~ - 1) 
o ' 

with grading 

(JAB) = (A + B) = (A) + (B)E2: 2 • 

Then under supercommutation, (2.7) satisfies 

(JAB,JCD ) 

(3.7a) 

(3. 7b) 

= - ( - ) (A)(BlgACJBD + ( - ) (A)(Bl + (C)(DlgADJBC 

(3.7c) 

Here {JAB} generates Lie superalgebra OSp(M IN) while 
its even part (ll graded) generates the direct sum of ordi
nary Lie algebra OeM) ffi Sp(N). Since both EAB and JAB 
are defined in terms of S ~'s, the supercommutation relation 
for both of them can be easily evaluated by using Eq. (3.5b). 
The generators in different algebras of a direct sum algebra 
should be both disjoint and commute with each other. We 
see that the commutation is often trivially satisfied by notic
ing one algebra may contain entirely boson and the other 
entirely fermion operators, and it is an easy task to show also 
[Q£{;,JAB ] = O. We have thus obtained the subalgebra 
structure of Fig. 1. Of particular interest to us is the chain 
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that contains the quasispin algebra Sp (2). Further discus
sion on quasispin is left to the next section. 

IV. PROPERTIES OF THE GENERALIZED QUASISPIN 
ALGEBRA 

The quasispin operators defined in equations (3.3) and 
(3.4) contain both bosonic (B) and fermionic (F) operators 
with 

Qo = Q 01 = Bo + Fo , 

Q+=Qll=B++F+, 

Q_ =Qoo=B_ ±F_. 

The bosonic quasispin operators 

I "CIC O M Bo=- £.. Q Q +-, 
2 Q 4 

B = ~ " ( - I) la - mac I C I 
+ 2 ~ Q -Q' 

B _ = ~ L ( - I) la - mac ~ C 0_ Q 

2 a 

satisfy the commutation relations 

[Bo,B±] = ±B±, [B+,B_l = -2Bo 

( 4.la) 

(4.lb) 

(4.lc) 

(4.2a) 

(4.2b) 

(4.2c) 

(4.3 ) 

of the boson quasispin SUO,1) algebra20 while the fer
mionic quasispin operators 

F = ~ " ( _ I) ja - mac I C I 
+ 2 ~ a -a' 

satisfy the commutation relations 

[Fo,F±]=±F±, [F+,F_l=2Fo 

of the fermion quasispin SU (2) algebraY 

( 4.4a) 

(4.4b) 

( 4.4c) 

(4.5 ) 

Thus the operators (Qo,Q ± ) form a generalization of 
the usual fermionic and bosonic quasispin algebras with the 
commutation relations given in Eq. (3.4) being rewritten as 

(4.6) 

The generalized quasi spin algebra (GQA) is noncom
pact with the result that all nontrivial irrep are infinite di
mensional. The irrep of the GQA may be labeled in terms of 
the eigenvalues of the second-order Casimir invariant and 
those of the quasispin operator Qo. 

The second-order Casimir invariant for the GQA is de
fined as 

Q2 = Qo(Qo - 1) - Q+Q_, 

where as usual 

(4.7) 

(4.8) 

Consider an arbitrary n particle state say In). The action 
of Qo on In) is to count the number of particles in the state 
(bosons and fermions). Thus 

Qoln) = ((M - N)/4 + nI2)ln) . ( 4.9) 

The operators Q+ and Q_ constitute pairs of creation or 
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annihilation operators coupled to zero total angular momen
tum and thus create or destroy pairs ofbosons or fermions of 
zero total angular momentum changing the number of parti
cles in the state by ± 2 and hence change the eigenvalue of 
Qo by unity. 

The fermionic part of the action of Q + is restricted by 
the Pauli exclusion principle but not for the bosonic part. 
Starting with an initial state Q + can be applied repeatedly 
without limit to connect an infinite set of states whereas the 
action of Q _ terminates when a state of v unpaired particles 
is reached, there being no zero coupled pairs left for Q _ to 
destroy, i.e., 

Q_lv)=O. (4.10) 

In this case we have 

Qolv) = (M - N)/4 + vI2)lv) . ( 4.11) 

Each GQA multiplet has a unique lowest state I v). 
Consider the action of Q 2 on I v). Recalling (4.10) we 

have 

(
M-N V)(M-N v ) = -4-+2 -4-+2- 1 Iv). 

(4.12 ) 

Hence the eigenvalue of the Casimir invariant Q 2 may be 
taken as Q(Q - 1), where 

Q = (M - N)/4 + v12, (4.13) 

where Q may be integer, half-integer, or quarter-integer. The 
eigenvalues of the operator Q 2 are symmetric under22 

Q_Q'= -Q+1, (4.14) 

with Q( Q - 1) - Q ' (Q ' - 1) ;;,0. All states connected to 
Iv) by the action Q+ will have the same Casimir invariant 
and the irrep of the GQA uniquely labeled by Q with the 
basis vectors being labeled as 

I
M-N v M-N n) 

IQQo) = -4-+2'-4-+2 ' (4.15 ) 

where v is the total number of unpaired particles and 

n=v+2i, i=0,1,2,.... (4.16) 

Within each irrep, i.e., for a fixed value of Q, Qo takes the 
values 

Qo = Q,Q + 1,Q + 2, ... , 

corresponding to the basis states 

IQQ ),IQ,Q + l),IQ,Q + 2), .... 

( 4.17) 

(4.18 ) 

The GQA is of importance in physical applications in 
providing a natural extension of the notions of pairing and 
seniority to mixed boson-fermion systems. Indeed in the Ca
simir invariant (4.7) the term 

VBF =F+B_ +B+F_ 

= _ ~ I ( - 1) la=Fma( - 1 )ja=Fma 

4 a,a 

X (C~C1_aC~CO_a + C!C1_aC~CO_a) (4.19) 
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gives via (3.12) a boson-fermion pairing interaction whose 
eigenvalues are a function of M, N, and v (Ref. 21 ). Precisely 
the same VBF was noted in the dynamical supersymmetry 

. scheme based on the U(M IN) ::JOSp(M IN) second-order 
chain.7 A direct comparison of Q 2 with the second-order 
OSp(M IN) Casimir invariant confirms that 

Q2 = A JAB JBA +! (M - N)(!(M - N) - 1), (4.20) 

so that the GQA gives an alternative and more direct insight 
into the physics inherent in such models. Beyond this special 
(exactly soluble) case, the use of GQA in general permits the 
explicit n dependence of matrix elements of interactions to 
be expressed in terms of coupling coefficients via the cele
brated Wigner-Eckart theorem. 21 

Finally, it should be pointed out that the sign choice in 
(2.2) leads to the two alternative GQA's (4.1) which are 
interchanged by Hermitian conjugation. In particular the 
above VBF is anti-Hermitian,7 even though Q has real eigen
values. This situation is perhaps not unexpected if the alge
braic models are regarded as reflecting a truncation of the 
true space of states. 

V. CONCLUSION 

Our primary purpose in this paper has been to demon
strate the existence of a genealized quasispin algebra that can 
arise in supersymmetric systems. In the process a noncom
pact l2 Gll2 graded color superalgebra SpO(2M 11/2N 10) 
has been established. This should allow the systematic analy
sis of group substructures relevant to the applications of su
persymmetry concepts to nuclei and other systems.23 
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Recently Parr and Ghosh [Proc. Natl. Acad. Sci. USA 83,3577 (1986) 1 proposed a variant of 
the classical Thomas-Fermi theory of electrons in an atom. They produced a continuous 
electron density by introducing the constraint that the integral S R' e - 2k Ixl !::.p(x )dx exists, 
where k is determined by the nuclear cusp condition. Their results give improved calculations 
of ground state electron densities and energies. The present paper provides a rigorous 
mathematical foundation for the work of Parr and Ghosh and converts their results into 
theorems. Some generalizations are also obtained. 

I. INTRODUCTION 

Our goal is to establish rigorously results suggested by 
the Parr-Ghosh extension I of Thomas-Fermi theory.2,3 In 
this theory the (approximate) electron density is finite at a 
nucleus and satisfies the cusp condition. Our treatment will 
be parallel to that of the rigorous conventional Thomas
Fermi theory, so we begin by reviewing that theory in some 
detail. 

We shall follow the Euler-Lagrange equation approach 
of Benilan and Brezis,4-6 whose work was inspired by the 
pioneering work of Lieb and Simon,7-9 who used the direct 
methods of the calculus of variations. The work of Benilan 
and Brezis was done in the late 1970's and is outlined in two 
articles by Brezis. 5

,6 Their full joint paper4 still has not been 
completed. 

In conventional Thomas-Fermi theory we seek the 
ground state electron density p (for a system of N electrons 
in R3) which minimizes the energy functional 

E(p) = T(p) + Vne (p) + Vee (p) (1) 

on 

DN = {PEL I(R3
) Ip>o, L,p(Y)dY=N, 

pEDom( T) nDom( Vne ) nDom( Vee)} . 

Here T(p) represents the kinetic energy, Vne (p) represents 
the electron-nuclear attraction, and Vee (p) is the electron
electron repulsion term. One can argue on physical grounds 
that the kinetic energy term, which is horribly complicated 
as a functional of the density, can be approximated by an 
expression of the form 

T(p) = cp .Lp(x)p dx 

for some p > 1, and the classical approximation of Thomas 
and Fermi isp = j and cp = -?o(3J?)2I3. We will work with 
the more general kinetic energy term 

T(p) = i, J(p(y»)dy; (2) 

a' Current address: Department of Mathematics, Louisiana State Universi
ty, Baton Rouge, Louisiana 70803. 

here J is a convex function on [0,00) satisfying J(O) 
= J' (0) = 0, J" (r) >0, and J(r) > 0 for r> O. In the most 
general case 

Vne (p) = i, V(y)p(y)dy, (3) 

where Vis a measurable real-valued operator on R3. One can 
show4-6 ,1O that a necessary condition for the existence of a 
solution to the minimization problem is 

VELlloc(R3) and V<O on a set of positive measure. (V) 

In the case of an atom with Z protons fixed at the origin the 
electron-nuclear attraction is the Coulomb potential 

Vex) = - Z 114 (4) 

We shall restrict ourselves to the atomic case in this paper. 
For the electron-electron repulsion term we take 

Vee(P) =~i i p(x)p(y) dxdy. 
2 Ill' Ill' Ix - yl 

(5) 

Usually one takes Cee = 1, but the Fermi-Amaldi approxi
mation II of Cee = (N - 1) IN also gives interesting results. 
This approximation essentially agrees with Cee = 1 for N 
large and vanishes for N = 1, when no electron-electron re
pulsion is present. If we define the operator B by Bf 
= (11417') (1/1'1)*J, then B= (_a)-I, and Vee can be 

expressed in the convenient form 

Vee (p) = 21TCee i p(x) (Bp) (x)dx. 
Ill' 

(6) 

The minimization problem was first solved rigorously 
by Lieb and Simon7

,8 withJ(r) = c5 /3 r 5/3 and Vin a class of 
potentials including (4). Benilan and Brezis4 then solved a 
more general problem [with J as in (2) and a more general 
potential Vl by deriving the Euler-Lagrange equations cor
responding to the energy minimization problem, converting 
those equations into a form involving nonlinear elliptic par
tial differential equations, and solving the resulting problem. 

The following problem is the Euler-Lagrange problem 
associated with the minimization problem. Here T is given 
by (2), Vne by (3), and Vee by (6). 

Find (Po,A,)ED:V X R satisfying 

J'(Po) + V+kBpo+,1=O a.e. on [Po>O], (7) 

J'(po) + V + kBpo + ,1>0 a.e. on [Po = 0], 
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where 

D;" = {pEL I(R3) Ip>O and 1,p(Y)dY = N}, 

and k = 41TCee . 
Thomas-Fermi theory, which is an approximate theory, 

possesses interesting features, some of which may be termed 
"flaws." The following theorem shows that the Euler-La
grange problem is not equivalent to the minimization prob
lem in the generality of the present context. 

Theorem 1:4--<i.1O If Po is a solution of the minimization 
problem (I) on D N, then there exists AER such that (Po,A) 
solves the Euler-Lagrange problem (7) on D;" XR. Con
versely, suppose (Po,A) solves (7) on D;" XR and suppose 
there is a KER such that 

(8) 

here J * is the convex conjugate of J, and a + is the positive 
part of the real numbera. Thenpo is a solution of (I) onDN. 

One can show that if ( 8) does not hold, no solution of 
the minimization problem can exist.s.6•10 IfJ(r) = crP and V 
is the atomic Coulomb potential (4), then (8) is equivalent 
to p > l' It is also known that the Euler-Lagrange problem 
has a solution for p >~. Thus, if j <p<~, there is a density Po 
which satisfies (7), but for suchp we have inf E(p) = - 00. 

Another feature, and indeed a fault, of Thomas-Fermi 
theory lies in the fact that the solution density Po diverges at 
an atomic nucleus. To see this with J(r) = crP and V the 
atomic Coulomb potential given by (4), we observe that 
VCr) ~const r- I as r--->O and that Bpo is bounded as r--->O. 
But if Po satisfies (7), then 

that is, 

po(r) ~const r- lI(p - I) as r--->O. (9) 

In particular,po(r) ---> 00 as r--->O. This is undesirable from a 
physical point of view; the quantum mechanical ground 
state density of an atom should be continuous and have a 
finite maximum at the origin (that is, at the nucleus). The 
correct behavior for the quantum mechanical electron den
sity is known to be, to first order in r, 

p(r)~conste-Zzr as r--->O. (10) 

Using Cee = I in (5), Benilan and Brezis4
-

6 prove that 
the density Po that solves (7) has compact support for a 
positive ion, i.e., for N <Z, and the support is R3 for N = Z. 
Moreover, if we use the Fermi-Amaldi approximation in 
(5), we know that the density which solves (7) has compact 
support for the case of a neutral atom as well as for a positive 
ion,infact,forN<Z + 1 (see Ref. 10). (The support is R3 
for N = Z + 1.) Thus we expect to have Vpo(x) --->0 as 
Ixl---> 00. This leads naturally to the condition that S R' apo 
should vanish. However, this condition on apo does not fol
low from conventional Thomas-Fermi theory. The above 
mentioned features and flaws may be remedied by imposing 
a continuity constraint on the domain of the energy func
tional (1), as was noted by Parr and Ghosh 1 in the special 
caseJ(r) = CS / 3,s/3. In this paper we shall study the effect of 
implementing the continuity constraint in a more general 
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and more rigorous mathematical framework. The density Po 
which solves this amended Thomas-Fermi problem dis
penses with the previously mentioned curiosities and has 
several interesting properties of its own. 

II. THE EULER-LAGRANGE PROBLEM 

Let Vbe given by (4) and define 

E(p) = J J(p) + J Vp + 21TCee J pBp 

on the domain 

DN •M = ~EL I(R3) nL 00 (R3) Ip>o, 

L,p(y)dY = N, apEL Iloc (R3
), 

(11 ) 

"Vp( (0) = 0", J e - Zk Ixlap(x)dx = MER, 

pEDom ( T) n Dom ( Vne ) n Dom ( Vee) } . 

We define "g ( 00 ) = 0" to mean that for all E> 0 there is a 
Borel set AE CR3 such that meas(AE) = SA, dx < 00 and 
Ig(x) 1< dor allxM .. It is easy to see thatE(p) onDN,M is a 
convex functional. If Po were the minimum of E, then we 
would expect E' (Po) = O. However, this is not precise; we 
have three constraints to consider. 

Let A I ,Az,MER, and define 

EM(p) = J J(p) + J Vp + 21TCee f pBp + AI(fp - N) 

+A2(J e-Zklxlap(X)dX-M) 

on 9 M = U{DN,M: N>O} and with V given by (4). Apply
ing the divergence theorem and using "V p ( 00 ) = 0" we see 
that 

f e-Zklxlap(x)dx= J !::.e-zklxlp(x)dx, 

and so 

EM(p) = f J(p) + f VP+21TCeef PBP+A1(f p-N) 

+Az[J (4k 2- ~)e-2kIXlp(X)dX-M]. 
I I (12) 

If Po mlmmlzes EM on DN,M' then, formally, 
EM(p) = EM (Po) + (E~(po), p-Po) +o(p-Po)' By 
the convexity of the functional EM onDN,M' we expect Po to 
be the unique solution of 

0= E ~ (Po) = J' (Po) + V + 41TCeeBpo 

+AI+Az[(4kz-4kllxl)e-2klxl]. (13) 

Since E ~ is independent of M, we call it E' for short. We 
choose Az = Z 14k so that (13) reduces to 

O=J'(Po) + (-Z/lxl) + 41TCee Bpo +,11 

+ (Z Ilxl)e - Zk Ixl + Zke - 2k Ixl. 
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This gets rid of the singularity of the potential at x = 0. 
However, we must also consider the constraint p,;;>O. Ac
counting for this leads us to the following Euler-Lagrange 
problem. 

Problem: Find (Po,iL )EU {D ~,M X R: M> O} such that 

J' (Po) + V+ 41TCee Bpo + ..1,= ° a.e. on [Po> 0], 

J'(po) + V+41Tcee BPo+A';;>0 a.e. on [Po = 0], 
(14) 

where 

and 

Vex) = (_Z/lxl)(1_e-2k,X') +kZe-2klxl (15) 

D~,M = {PEL 1(R3)nL 00(R3) Ip,;;>o, 

fp=N, "Vp(oo) =0", 

i, e-2kIXI.lpo(X)dX=MER}. 

Note that V also satisfies condition (V); and letting 
Ixl---> 00 in (14) shows thatA,;;>O. 

Theorem 2: Suppose Po minimizes (11) on D N,M' Then 
there exists AER such that (Po,A) satisfies ( 14) on U {D ~,M: 
MER}. Conversely, if (Po,iL)ED ~.M X R satisfies the Euler
Lagrange problem ( 14) and if there is a real number K with 

J*[(K - V(x»)+jEL 1(R3
), (16) 

then Po minimizes (12) on D N,M' 

The proof of the theorem is essentially the same as the 
proof of Theorem 1. We omit the details. 4

- 6, 10 

Corollary: Let J(r) = crP for 1 <p < 00. Then the mini
mization of ( 12) on D N,M is equivalent to solving the Euler
Lagrange problem (14) on U{D ;'w: MER}. 

Proof' It suffices to show (16) holds. Now J(r) = crP 

impliesJ*(r) = erq. ChooseK <0. Then (K - V(x»)+ = ° 
for Ixl >R for some sufficiently large R, since Vex) --->0 as 
Ixl---> 00. Ifwe observe that VEL 00 (R3), we find that 

{ J*[(K-Vcx»)+jdx=e { [(K- V(x»)+Fdx 
JlR' JBR(O) 

<c I i R 

[V(r)q + IK Iqjr dr 

<cd IIV II~ + IK Iq]R 3 < 00. D 

The value of M is really irrelevant in Theorem 2 and its 
corollary. Letpo minimize E(p) given by (11) and belong to 
DN,M

n 
for some MoER. Then for some AER (Po,iL) satisfies 

the Euler-Lagrange problem. Conversely if (Po,iL) satisfies 
the Euler-Lagrange problem, then necessarily M defined by 
M = fill' e - 2k Ixl t::..po (x )dx exists as a real number, and if 
( 16) holds, then PoED N,M for this M. If Pj minimizes ( 12) on 
DN,M

j 
forj=O,l, then (Pj,iLj) satisfies (14) on U{D N.M : 

MER} for some AjER, j = 0,1. But in the next section we 
shall show that solutions Pj of the Euler-Lagrange problem 
are unique. Thus Po =PI and Mo = MI' 

The functional E(p) given by (11) is a strictly convex 
functional on the convex set U{DN •M : MER}, so it will have 
at most one minimum. If it does, this minimum will belong 
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to DN,M for precisely one value of M. Thus M is really deter
mined by the problem through the constraint that 
fill' e - 2k Ixlt::..po(x )dx is finite. In this sense the value of Mis 
irrelevant. 

III. THE PARTIAL DIFFERENTIAL EQUATION 

Let u = - V - 41TCeeBpo. Rearranging terms in (14), 
we see J' (Po) = u - A a.e. on [Po> OJ. Define 

{
(J')-I(r), for rE(O,oo), 

r(r) = 
0, for rE( - oo,Oj. 

Applying (J,)-I to (14) yields 

Po = r(u -A), 

and applying - t::.. to the definition of u gives 

- t::..u + 41TCee r(U - A) = t::..V. 

(17) 

Thus we arrive at the following nonlinear elliptic problem 
associated with the Euler-Lagrange problem (4) on D N,M' 

Problem: Find uEvR3(R3) andAER such that 

- t::..u + 41TCee r(U - A) = t::..V, 

N= (qu(x)-A)dx, r'+(-A)=c<oo, 
JR' 

where 

qu(') - A)EL I (R3) nL 00 (R3). 

(18) 

Here r'+ ( - A) is the derivative of r from the right at 
-A. 

The Marcinkiewicz spaces (or weak L P spaces) 
~p(R3) are defined as follows: 

~p(R3) = {uluEL l
l
oc (R3) and Ilull,...p < oo}, 

where 

Ilull.I1P = min {CE[O, 00 jl i lu (x) I <C meas(A) l/q 

for all measurable sets A C R3 of finite measure}, 

p-I+q-I=l. 

There are several basic properties of these spaces which 
we record as Proposition 1 below. For a more complete treat
ment and for the proofs, one may consult Ref. 12. 

Proposition 1: (i) The function x ---> Ix I - a belongs to 
~3/a(R3) forO<a<3. 

(ii) If EEvRP(R3) for some p, 1 <p < 00, and if 
/EL 1(R3

), then 

E */ [defined by (E */)(x) = i, E(x - Y)/(Y)dY] 

belongs to ~p(R3) and 

and 

liE */II,I1P < liE II. t1P IlfIIL' . 

(iii) Suppose 

uEL Iloc (R3
), t::..uEL 1(R3

), 

lim ( lu(nx) Idx = 0. 
n- 00 JI<lxl<2 

J. A. Goldstein and G. R. Rieder 
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Then u =B( - !:..u). In particular, uEA"3.(JR3), 
VUE[.A'3/2(JR3) ]3, IIUIl.A'3 <Coli !:..u ilL " and IIVull.A'''' 
<Coli !:..u ilL ' for some constant Co independent of u. 

(iv) Let uEA"3(JR3) and !:..uEL 1(JR3). Then for every S 
in /o={5EC 1(lR)nLOO(JR)ls'(x»0 for all x and 
S(O) = O}, we have 

(S' (u) )1/2IVu IEL 2(JR3) 

and 

J S'(u) IVul 2 + J (!:..u)S(u) <0. 

Note that if uEL 1 (JR3) or if uEA"3 (JR3), then u satisfies 
(19). 

Proposition 2: Let AE [0, 00 ). Suppose u is a solution of 
(18). Then there exists a solution (Po,A) of the Euler-La
grange problem. 

Proof Define Po = r (u - A) a.e. [where r is defined 
by (17)]. Applying B = ( - !:..) - 1 to the first line of 
(18) yields u + 41TCee Bpo = - V a.e., that 1S 

u = - V - 41TCee Bpo. Then 

Po = r( - V - 41TCeeBpo - A) 

= (J')-I[( - V-41TCee BPo-A)+]. 

We apply J' to both sides of this equation and rearrange 
terms to obtain (14). It follows immediately thatpo>O a.e. 
and SR'Po(y)dy=N. Since !:..VEL 1(JR3), we must have 
!:..uEL 1(JR3). By Proposition 1 (iii) we see "Vu( 00) = 0". 
But VPo= r'(u -A)VU, so that 

"VPo( 00) = r'(u( 00) - A )Vu( 00) 

= P+ (-A)VU(oo) =0" 

since r'+ (-A) < 00. Finally, r(u -A)EL ""(JR3) implies 
PoEL 00 (JR3). Thus we havepoEDN,M' 

Remark: In conventional Thomas-Fermi theory, i.e., 
Cee = 1, the condition r'+ ( - A) < 00 is always satisfied if 
N < Z. If we use the Fermi-Amaldi approximation of 
Cee = (N - l)IN, then P+ ( -A) < 00 holds for 
N < Z + 1. We shall see below that A = 0 corresponds to 

{
Z' N=Zc- 1 = 

ee Z + 1, ifcee = (N -l)IN. 

if Cee = 1, 

When J(r) = cr P for p> 1, the condition r'+ (0) < 00 is 
equivalent to p<2; r'+ ( - A) < 00 always holds for p > 1 
andA>O. 

Freeze A>O and set 

(3(u) = 41TCee r(U -A), (20) 

where r is given by (17). A simple calculation shows 

!:..V = 4k 3Ze - 2kr, (21 ) 

and thus !:..VEL 1(JR3) nL ""(JR3). 
Proposition 3: Let (3: JR ---+ JR be a continuous, nondecreas

ing function with (3(0) = O. Then for every non-negative 
radial function/EL 1 (JR3) nL 00 (JR3) there is a unique solu
tion uEA"3 (JR3) satisfying 

-!:..u+(3(u)=/ inJR3. (22) 

Moreover, (3( u)EL I(JR3) nL "" (JR3) and 1I(3( u) II "" <Ilfll ",,' 
Proof Under the above hypothesis on (3, if/EL I(JR3), 
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then a unique solution uEA"\JR3) of (22) exists and 
(3( u)EL I (JR3) (cf. Ref. 12). Let /ECG' 0' (JR3). Then Proposi
tion 1 (iv) implies 

1, (3( u)s(u)dx< L/S(U)dX 

foranySE/o· TakeS(1J) = (sgn1J)(3(1J)q-1 for1JEJRand 
large q. Then 

o«L, (3 (u(y»)s (u(y»)dy y/q 

= (L,I(3 (u(y)W dY) l/q «L,fS (U(Y»)dY) l/q 

«L, lfll(3(u(y»)lq-1 dy)l/q. 

Then by Holder's inequality 

1I(3( u) II: < Ilfllq 11(3 ( u)q - IlIq· < Ilfllq II(3(u) II~ - I, 

where 1/ q + 1/ q' = 1. It follows that 

II(3( u) IIq < Ilfll q· 

Letting q---+ 00, we see that(3( u)EL "" and 

II(3(u) II"" <Ilflloo' (23) 

Since / is a non-negative radial function, we can con
struct a sequence {fn} C CG' 0' (JR3) such that/n ---+/ a.e. and in 
L I(JR3) with Ilfnll"" <Ilfll"". Let Un be the unique solution of 
-!:..un +(3(un)=/n, !:"UnEL 1 (JR3), unEA"3(JR3), and 

(3( un)EL I(JR3). Then there exists a subsequence {Un)k 
such that unk ---+U and (3(u nk )---+(3(u) a.e. and in L toe (JR3), 
where u is the solution of (22) (cf. Refs. 4-6 and 10). By 
(23), 1I(3( un) II 00 < Ilfn II 00 • Passing to the limit we get 

1I(3( u)lIoo < Ilfll 00 • 

Remark: As Gallouet and Morel noted in Ref. 13, if/is 
in addition radial nonincreasing (resp. radial decreasing), 
then the solution u of (22) is also radial nonincreasing (resp. 
radial decreasing). 

In the present context we apply Proposition 3 with 
(3(r) = 41Tcee r(r-A) and/= !:..V.1t is clear that both (3 
and/ defined in this way satisfy the hypotheses of Propos i
tion 3. Thus we have a unique solution u" EA"3 (JR3) of ( 18) 
for each A >0. 

Theorem 3: LetJ(r) = crPwith j<p<2 and V the atom
ic Coulomb potential (4). Take No = yZ where 

{
I, ifcee = 1 

Y = ce-;; 1= N I(N _ 1), ifcee = (N - 1)1N. 

Then the minimization problem [for (12)] has a unique 
solution Po for 0 < N <No and no solution for N> No. More
over if 0 < N < No, the solution Po has compact support (and 
the assumption that p<2 can be omitted). Finally, for 
o <N<No, 

po(r)-conste- 2Zr asr---+O. (24) 

Proof Under the above hypotheses, the preceding dis
cussion shows there is a unique solution u" of the first equa
tion of (18). Ifwe let Po = r(u" - A), Proposition 2 shows 
we have a solution of the Euler-Lagrange problem, and thus 
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we have a solution of the minimization problem by the Cor
ollary to Theorem 2. Next set 

N(Ii) = L. r(u,,(x) -li}dx. 

The existence and nonexistence parts of the theorem follow 
from the next lemma. 

Lemma: The function N: lR + -- lR + is nonincreasing, 
continuous and 

lim N(Ii) = o. 
,,- + "" 

In addition N(Ii) is strictly decreasing on {Ii: N(Ii) > O} and 
No=N(O»O. 

The proof of this lemma is analogous to that of Lemma 7 
in Ref. 10 (cf. also Refs. 5 and 6). If 0 < N < No, then 
N = N(Ii) for some unique Ii> 0, and so 
r(u,,(x) -li}--r( -Ii) =0 as Ixl--oo, N=No corre
sponds to Ii = O. 

The inequality No';;JyZ comes from the observations 
that f ~uo';;JO, 

- ~uo + 41TCeePO = ~ V, (~V = 41TZ, 
JR3 

which follows easily from (2.1). The upper bound follows 
from the fact uo(x) -c/lxl as Ixl-- 00, and thatp';;J~. 

It remains to show that (24) holds to first order in r. 
From (14) near r = 0, we have 

PCppb - I (r) - (Z /r) (1 - e - 2kr) 

- kZe - 2kr + 41TCeeEpo + Ii = O. 

We note that Epo is an even function of r. Consequently if we 
expand it in a Taylor series about r = 0, the first-order term 
in r vanishes. Likewise there is no first-order contribution 
from the Lagrange multiplier term Ii. From the Taylor series 
expansion for e - 2kr we see 

(Z/r) (l_e- 2kr ) 

= 2Zk - 2Zk 2r + (terms of higher order), 

Zke - 2kr = Zk - 2Zk 2r + (terms of higher order). 

If Po (r) satisfies (24), then to first order in r ( 14) becomes 

- 2cpPPo(O)P - I (p - 1 )Zr = - 4Zk 2r. 

Choosing 
k= [(cpp(p-l)!2)Po(Oy-I]1/2 (25) 

then leads to the desired behavior at the origin. 
This concludes the proof of the Theorem. 0 
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Note that for p = j, (25) reduces to 

k = BCS /3PO(0)2/3] 1/2, 

which is the k obtained by Parr and Ghosh. I 
The Parr-Ghosh constraint 

i, b.p(x)e-2klxldx = i, ~(e-2klxl)p(x)dxElR (26) 

forces the ground state electron density to be a bounded con
tinuous function. As shown above, this is equivalent to re
quiring that 

L, r- Iy(r)e- 2krp(x)dxElR (27) 

with 

y(r) = 4Fr - 4k. (28) 

But the constraint (27) can be imposed with other choices of 
y which will ensure that the density is bounded and contin
uous and satisfies the nuclear cusp condition. Thus (26) is 
not a "canonical constraint." It would be of interest to know 
what further physically motivated conditions make a choice 
of y unique. And if this can be done, would the unique y be 
the Parr-Ghosh y given by (28)? This is an open question. 
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A number of results are presented involving the plasma dispersion functions appropriate to 
waves in weakly relativistic, magnetized, thermal plasmas. These results include generating 
functions, series, integral forms and interrelations, and several useful approximations. 

I. INTRODUCTION 

The dielectric properties of magnetized plasmas are of 
interest in studies of cyclotron emission, absorption, disper
sion, and instability in physical situations as diverse as those 
pertaining to tokamaks, magnetic mirrors, planetary and 
stellar magnetospheres, and solar flares. (A list of references 
to these applications was given in Ref. l.) In the case of 
weakly relativistic, thermal plasmas the relevant dielectric 
properties can be expressed in terms of a class of relativistic 
plasma dispersion functions (PDF's) whose properties were 
reviewed and extended in Ref. l. 

The purpose of the present work is to present, as briefly 
as possible, a number of results involving PDF's that have 
been obtained since the publication of Ref. 1. These results 
include several series and integral relationships, a family of 
generating functions, and a number of useful approxima
tions. The approximations, in particular, are of interest in 
studies of Bernstein waves and magnetized Langmuir waves 
while the exact results significantly add to the known store of 
calculational tools available when working with PDF's. 

II. EXACT RESULTS 

A number of series and integral relationships involving 
the PDF's are derived in this section. Results from Ref. 1 are 
indicated by the prefix I. 

The most commonly discussed relativistic PDF's are 
the DnestrovskiiJunctions2 of index q, which may be written 
in the form 1,3 (1.84) 

1 i"" q-I-u Fq(z) =__ duu e . 
rcq) 0 u +Z 

(1) 

Generating functions for families of Dnestrovskii func
tions may be obtained by substituting ( 1) into the series 

Seq h) = ~ hjr(q + j) F . (z). 
, L- ., q+J 

j=O J. 
(2) 

Provided h < 1 and q > 0 this step yields 

S(q,h) = [rcq)/(1- h)q-I ]Fq [z(1 - h)]. (3) 

Together, (2) and (3) yield a generating function for the 
functions Fq + j (z) . 

Dnestrovskii functions with half-integer index are the 
ones of most interest in plasma physics. In the case q = !, (3) 
may be expressed in terms of known functions 

aj New address: Department of Astrophysical, Planetary and Atmospheric 
Sciences, Campus Box 391, University of Colorado, Boulder, Colorado 
80309-0391. 

= (-i1TI/2/zl/2)Z[izl/2(1_h)I/2], 

where Z is the PDF of Fried and Conte.4 

(4a) 

(4b) 

A further result follows from (2) if we take the limit 
h ...... l, in which case (Ref. 5, Eq. 6.1.17) 

S(q,l) =~-I r""dvv
q

-
1 

Jo v + 1 

=1T~-ICSC(1Tq), O<Req<l. (5) 

The Shkarofsky Ju nctions 1 ,6 are defined 

Yq (z,a) = _ i r"" dt eXP[izt _ ~]. 
Jo (1 - it)q 1 - it 

(6) 

These functions contain the Dnestrovskii functions as a spe
cial case with Fq (z) = Yq (z,O). 

The Shkarofsky functions can be written in a form anal
ogous to (1) by the use of the identity [Ref. 6; (1.9)] 

"" a j 

Yq (z,a) = e- a L -.-, Fq+j(z - a), 
j=O J. 

which leads to 

(7) 

where Iq _ 1 is a modified Bessel function. If Z and a are real 
and Z < a the contour of integration in (7) is chosen to pass 
above the pole to reproduce the known result [Ref. 6; Eq. 
(1.43)] forImYq(z,a). 

The theory of Bernstein waves requires the introduction 
of a class offunctions more general then Fq (z) or Y q (z,a). 
These functions are defined [( I. 62) and (I. 63) ] 

Y?! (z,a,A,s) = - ii"" dt e - A 

o (1 - it)! 

XIs (A)exp[izt - at 2/(1 - it)], (8) 

R!(Z,A,S) = Y?{(z,O,A,s), (9) 

with A = A /(1 - it). 
Substitution of the sum 

s= - 00 

into (8) immediately yields the result 
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00 

I flt1(z,a,A,j) = .'71 (z,a). ( 10) 
j= - ao 

A number of integral relations between Shkarofsky and 
Dnestrovskii functions are known. These include the follow
ing [(1.80) and (1.86); Ref. 31: 

.'7 (z a) = -- du U2k - I 2 Loo 
I' r(k) 0 

Xexp( - U
2).'71_ k (z + u2,a) (11 ) 

= 1T - 112 I_OO 00 du 

Xexp( -u2)FI_1I2(z+u2-2al/2u). (12) 

These formulas can be extended to the functions flt I and Rl 
with the aid of the identity (1.70) 

flt I (z,a,A,s) = 2 Loo dx x exp( - x 2) 

XJ;[ (2A)1I2x l.'71_ 1 (z + x 2,a). (13) 

If ( 11 ) is substituted into ( 13) and the order of the resulting 
integrals is reversed we find 

flt I (z,a,A,s) = -- du U2k - I exp( - u2) 2 Loo 
r(k) 0 

Xflt 1_ k (z + u2,a,A,s). (14) 

Similarly, substitution of ( 12) into (13) and reversal of the 
order of the resulting integrals yields 

flt1(z,a,A,s) = 1T-
1

/
2I: 00 du exp( - u2) 

XR I _ 1I2 (z + u2 - 2a l /2u,A,s). (15) 

III. APPROXIMATIONS 

Under some circumstances the expressions (8) and 
(13) for the functions flt I can be quite difficult to evaluate 
numerically and to work with analytically. It is therefore of 
interest to assemble a set of approximate forms of the func
tions flt 1 which avoid these difficulties. Such approxima
tions have already been found useful in the theory of Bern
stein waves. 7-10 

We generalize the work of Robinson 9 by noting that 
each of the asymptotic forms of flt 1 and R 1 is of the form 

flt 1 (z,a,A,s) = e - ills (A) ~ 1 (z,a,A,s) , (16a) 

R,(z,A,s) = e-AIs(A)G,(z,A,s), (16b) 

G1(z,A,s) = ~1(Z,O,A,s), (16c) 

where ~ 1 and G1 are linear combinations of Shkarofsky 
functions and Dnestrovskii functions, respectively. Robin
son9 proposed an approximation of the form 

with 

N 

~1(z,a,A,s) = Icj (A,s).'7qU) (z,a), 
j= I 

N 

(17a) 

ICj(A,s) =1. (17b) 
j= 1 

The function ~ 1 is not strongly sensitive to the exact form of 
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the coefficients cj (A,s) since the functions .'7 q depend only 
weakly on q. Robinson9

,10 used the following approximation 
with a = 0 in studies of Bernstein waves 

~1(z,a,A,s) =.'7I + s(z,a)exp{-IA I/(s+ 1)2} 

+.'71 (z,a)[ 1 - exp{ - 1,1 I/(s + 1 )2} 1. 
(18) 

This approximation reproduces the correct limiting forms 1.9 

for large and small 1,1 I with a fraction error of order I - I. On 
the principal branch, the fractional error in (18) is propor
tionalto Izl-I and lal- I/2 for Izl ~ 1 and lal ~ 1, respectively. 

Alternative approximations to the integral (8) may be 
obtained by introducing the Debye approximation for Is (A) 
(Ref. 5, Eq. 9.7.7), 

(l9a) 

with 

H= A exp[(1 +A2/s2)I!2_A/sl. (19b) 
s 1+ (1 + A2/s2) 1/2 

Upon approximating Is (A)e - A to first order in the quantity 
it, (8) can then be written 

L
oo e-ilI (A) 

f!i{ 1 (z,a,A,s) = - i dt s 
o (1 - it)q(il,s) 

X exp[izt - at 2/(1 - it) 1 

(20) 

with 

q(A,s) =1+ (S2+A2)1/2_A _A2/2(s2+A2). (21 ) 

Although (20) is somewhat difficult to evaluate numerically 
for arbitrary values of q, this expression reproduces the cor
rect asymptotic behavior of f!i{ I and has proved to be of use in 
analytic work on Bernstein waves. II We note that the final 
term in (21) arises from approximation of the factor 
(s2+A2)-1/4in (19a). 

The accuracy of the expression (20) is better than that 
of ( 18): the appropriate limiting forms for 1,1 I ~ 1 and 1,1 I ~ 1 
are reproduced exactly by (20) while, on the principal 
branch, the fractional error is proportional to Izl- t, lal- I

/
2 

and I-I for Izl ~ 1, la I ~ 1, and I~ 1, respectively. If I is fixed, 
the largest errors occur when lal is small; in this case a nu
merical analysis yields maximum errors of - 20%, -10%, 
and - 6% for z > 0 and s small with I = ~, i, and~, respective
ly. In each case the largest errors occur for z~ 1. 

An alternative approximate expression for flt I may be 
obtained by evaluating (8) using the Debye approximation 
(19a) and (l9b) and the method of steepest descents. This 
gives 

f!i{ I (z,a,A,s) = - i Loo dt e - ills (A )exp(i{3t - at 2) 

= - ~ a-1/2e-ilIs(A)Z U{3a- 1I2 ), (22) 

with 

A 2(3s2 + 2A 2) 

4(s2 +,1 2)2 ' 

(23a) 
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..i 2 
f3=z+l+ (S2+..i2)1/2_..i_ (23b) 

2(..i2+S2)· 

The final term in each of (23a) and (23b) arises from ap
proximation of the factor (S2 + A2) -1/4 in (l9a). Since it 
involves only Bessel functions and the Z function, (22) is 
simpler to evaluate numerically than (20), but is valid only 
on the principal branch of f!lt /. This is not a serious disadvan
tage since the principal branch is the one of interest in most 
applications. Equation (22) generalizes a similar result for 
Yq (z,a) obtained by Maroli and Petrillo 1 

2 [Eq. (1.38)] and 
has fractional errors of order 1- 1/2, lal- 1/2, and Izl-I for 
I~ 1, lal ~ 1, and Izl ~ 1, respectively. This approximation is 
the least accurate of those considered here but is qualitative
ly correct and is useful for semiquantitative work because of 
its relatively simple functional form. 

IV. SUMMARY 

We have obtained a number of exact and approximate 
results involving those relativistic PDF's which are appro
priate to the description of cyclotron waves in weakly rela
tivistic thermal plasmas. The exact results consist of a family 
of generating functions for the Dnestrovskii functions and a 
number of series and integral relations involving these and 
more general PDF's. Approximations are given for the 
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PDF's relevant to the description of Bernstein waves and 
other large-wave-number cyclotron waves; some of these ap
proximations have already found application in analyses of 
such waves. 
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A "rigorous proof' is presented that the critical exponent y of the susceptibility X takes its 
mean field value in d> 4 dimensions for ferromagnets with single spin measure in the Brydges
Frohlich-Spencer class, modulo a numerical calculation of a certain function J(d) of 
dimension d. This class of ferromagnets contains, for example, the Ising spin model and lattice 
scalar ep 4 model. 

I. INTRODUCTION AND RESULTS 

In this paper we consider one-component lattice scalar 
field or spin models defined on the hypercubic lattice Z d. 

The n-point lattice Schwinger or correlation function is de
fined by 

Sn (xt,···,xn ) == (ep(x t )" 'ep(xn» 

=Z-t J II dv(ep(x») 
XEZ

d 

xexp[~ I Jx,yep(X)ep(y)] 
2 x,yEZd 

(1) 

where dv is the single spin measure and Z is the partition 
function. Here ep(x) denotes an (unbounded) spin variable 
at site x. In the following, we restrict our attention to the 
ferromagnetic nearest-neighbor interaction. 

Jx,y = Jo lx _ yl, l' J;;.O. (2) 

In addition, we assume that the single spin measure belongs 
to the BFS (Brydges-Frohlich-Spencer) class. t That is, the 
single spin measure is written in the form 

dv(ep(x») = exp[ - V(ep(x)2)]dep(x), (3) 

with the potential function V(ep 2) satisfying the following 
condition: 

V" (x);;.O for x;;.O. 

For example, the scalar ep 4 model, with 

V(ep 2) = J..ep 4 + aep 2, J..;;.O, aER, 

and the Ising model are obviously in the BFS class. 
that V(x) is not necessarily a polynomial in x.] 

We define the connected four-point function by 

U4 (x t , .. ·,x4 ) 

= S4(X t, .. ·,x4) - S2(X t,X2)S2(X3 ,X4) 

(4) 

[Note 

- S2(X t,X3 )S2(X2,X4 ) - S2(X t,X4)S2(X2,X3 ). (5) 

a) Fellow of the Japan Society for the Promotion of Sciences, Address after 1 
April1987: Department of Physics, Faculty of Science, Nagoya Universi
ty, Chikusa-ku, Nagoya 464, Japan. 

It is expected that, in d> 4 dimensions, the mean field 
theory is exact and critical exponents take their mean field 
values. In fact, we can prove the following statement rigor
ously modulo a numerical evaluation of a certain function 
J (d) [defined by (14)] of dimension d. 

Theorem2
,3: The critical exponent of the susceptibility 

takes its mean field value, Le., y = 1 in d;;.5 dimensions for 
one-component lattice scalar models defined above. 

In order to prove y = 1, we must show that there are 
constants Ct , C2 such that 

(6) 

In fact, integrating out this from J ( < Je ) and Je and taking 
account of X(J) -t to as J rJo we obtain 

which implies y = 1. Since 

aX =~ 
aJ 2 

we obtain 

1 

2 

+ (ep(0)ep(x3 » (ep(X2 )ep(X4» 

+ (ep(0)ep(x4» (ep(X2)ep(X3 »}, 

(7) 

(8) 

(9) 

Hence y;;. I is derived for any d by the Lebowitz inequality2.4 
U4 .;;0 with C2 = 2d. (We omit all the details about the infi
nite volume limit, see, for example, Sokal.5

) 

Now, in order to show the converse, we need an appro
priate lower bound on U4 • The following inequality due to 
Aizenman and Frohlich2.3 gives such a lower bound: 
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;;;. - L [S2 (X 1,Z)J.;,zS 2 (Z',X2)S2 (X3,Z){z"S2(Z" ,X4 ) 
Z,z',z"eZd 

where the sum runs over all the lattice sites and E is the 
"error term" 

= 0x"x. L S2(Xl,X3)Jx"z,S2(Z',x2)S2(X3,X3) 
z'eZ d 

+ ox"x,S2(X1,X1 ) L S2(X1,X3 )Jx"z,S2(Z",X4 ) 

z"eZ d 

+ ox"x,ox"x.ox"x,S2(Xl,Xl)S2(X3,X3) 

+ two permutations. ( lOb) 

Inequalities of this type can be proved2
--4,6 for lattice scalar 

models with the potential function satisfying condition (4). 
Note that r = 1 has been proved for tp 4 models in Refs. 3 

and 7. Its proof is based on the Griffiths-Simon representa
tion and hence its generalization to other scalar, e.g., tp 6, 

models is not clear at present. On the other hand, using the 
inequality (10), r = 1 can be proved for all scalar models 
satisfying (4), as is announced in Ref. 2. Because its com
plete exposition has not been found in the literature, we find 
it worthwhile to give its detailed proof in this paper. For the 
present achievement of the proof of the mean field properties 
for other critical exponents, see Ref. 8. 

II. LOWER BOUND ON lax-1/aJI 
Substituting inequality (10) into (9), we obtain 

_ JX- 1 

JJ 

X2:tX4 ( z,~" 
IX'-X41~1 Iz-z'l~l 

Iz-z"1 ~ 1 

XS2(Z',X 2 )S2(X3,Z)S2(Z" ,X4 ) 

+ two pennutation,} + E,(X,,. .. ,x,») (11 ) 

By the translation invariance and the Fourier transform, 

TABLE I. Integrals J(d;l), J(d;2), and J(d). 

d J(d;l) 

3 0.505 462 019 7173 (1 ) 
4 0.309866780 462l( I) 

~" {S2(X 1,Z)S2(Z',X2)S2(X3,Z)S2(Z" ,x4 ) 
z,z ,z 

lx, - x41 ~ 1 Iz - z'l ~ 1 

Iz-z"1 ~ 1 

+ two permutations} 

= X2 f (~~d (2d 1 ~ e
ip

'

z 

12 + 21 ~ e
ip

'

z 

1

3

) 

Izl ~ 1 Izl ~ 1 

where we defined 

J(d)=- ( ddp 1~~~lCOSpI"12 
)pE( _11",11")d (21T)d I~~~ 1 (1 - cos PI" W 

and used the infrared bound9 

in the last step. 

(13) 

(14) 

Similarly, the contribution from the "error term" is 

X 2,X.1.X4 

Ix1 -x4 1 = 1 

=4Jx(tp2) L S2(0,Z+Z') 
z,z,' 

Izl ~ Iz'l ~ 1 

+ J (tp 2) L S2 (0,y)S2 (O,Y + Z + Z') 
y,z,z' 

Izl ~ Iz'l ~ 1 

,;;; const (d)X' (15) 

Therefore we obtain 

(16) 

Notethat,asJrJc ' X(J)-IW. 
Hence, in order to prove the theorem, we have only to 

show that J(d) < ~ for d;;;.5, which will be shown in the next 
section. 

J(d;2) J(d) 

5 0,2312616249680(1 ) 0.077397657 6153( I) 0.622325 190 7019( I) 
6 0.186160562 2044 ( I) 0,042059 662 6951 ( I) 0,280221110 5712(3) 
7 0.156272 330 7983( I) 0.027 893 595 2965 ( I) 0.178973 538 3505 (4) 
8 0,134 830 876 5021 (1) 0.0201406685891 (1) 0.1317087656684(5) 
9 0.1186384540424(1 ) O.oJ5 307074 4570( I) 0,104 380 858 2516(5) 
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TABLE II. IntegralsL(d;l) andL(d;2). 

d L(d;l) 

3 0.5163860591520(1) 
4 0.239 467 121 8485 (I) 
5 0.1563081248402(1) 
6 0.1169633732267(1) 
7 0.093 906 315 5878 (I) 
8 0.078647012 0169( 1) 
9 0.067 746086 3814( 1) 

L(d;2) 

0.9349414403823(1) 
0.5141478570246(1) 
0.3667861695262(2) 
0.2890027897022(2) 
0.2398730310144(2) 

III. PROPERTIES AND ESTIMATES OF THE INTEGRAL 
I(et,n) AND I(d) 

First, define 

Applying the identity 

100 

dttn-le-tX=x-n (X>O, n= 1,2, ... ), 

with X = l:; = 1 (1 - cos PI-')' we obtain 

l(d;n) = LX> dttn-1e-d'f(t)d, 

where 

(17) 

(18a) 

f(t) =J'" dB etcose = 10Ct). (18b) 
- '" 21T 

By the change of variable t = xl d, 

dnl(d;n) = 100 

dxxn-1e-xf(;Y=K(d;n). (19) 

Then we find 

led) =K(d;2) -2K(d;I) + 1. (20) 

Sincef(xld)d is monotone decreasing in d (see Refs. 10 and 
11) and 

f(xld)d t 1 as dioo, (21) 

K(d;n) is monotone decreasing in d (see Ref. 10) and 

K(d;n)! 1= dxxn-1e- x = (n-I)! as dioo. (22) 

Therefore we find 

1208 J. Math. Phys., Vol. 28, No.5, May 1987 

l(d)!O as d i 00. (23) 

We also remark that l(d;n) diverges if d<,,2( 1 + n). In par
ticular,l(d) = 00 for d<,,4. The results of numerical calcula
tions are listed in Tables I and II. 

Proofofl(d) <j: 
Case (i) d = 5: Use directly the results of the numerical 

calculations (Table I). 
Case (ii) d>6: Introducing 

L(d;n) = K(d;n) - (n - I)! 

= 1= dxxn-1e-X(!(;Y -1]>0. (24) 

We can write 

led) = L(d;2) - 2L(d;1). (25) 

AsK(d;n) is monotone decreasing in d, soisL(d). Thus 

led) <"L(d;2) <"L(6;2). 

By Table III, L (6;2) < j. 
This completes the proof of the theorem for one-compo-

nent systems. • 
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ERRATUM 

Erratum: Automorphisms of algebraic varieties and Yang-Baxter equations 
[J. Math. Phys. 27, 2776 (1986)] 

Jean-Marie Maillard 
Laboratoire de Physique Theorique et Hautes Energies, Universite Pierre et Marie Curie, Tour 16-ler etage, 
4, place Jussieu, 75252 Paris Cedex 05 France 

(Received 18 November 1986; accepted for publication 31 December 1986) 

Page 2779, left column, line 32 from the top, should read 
as follows: 
model,19 the elliptic parametrization of the model is giv

The final sentence of Sec. IV A should be replaced by 
the following: The genus of an algebraic curve defined in 
general by the intersection of a quadric, a cubic, and a quar-

tic in P4 can be calculated from the formula of addition of the 
characteristic of Euler-Poincare .. .leading to a rather high 
genus; in fact the hard hexagon parametrization corre
sponds to two relations between the previous constants C;, 
C1·C2 = 1 and C1 + C2 = C3 , that reduce the number of 
equations to only two, leading to a ruled surface (E XP1). 
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